Chapter 3

General Linear Programming
Problems — Simplex Methods

3.1.1 General Linear Programming Problem

The linear programming involving more than two variables may be
expressed as follows :

Maximize (or) Minimize Z = c|x| + ¢yxy tc3xq+ ..., Ci %y
subject to the constraints |
ap Xyt apXyt +ay,x, £ or=or2b,
ayXptagpXy o, +tay,x, S or=or<b,
ayxytagpXy o +ag,x, < or=or< b,
@ 1% FApaXy TSI +a,, X, Sor=orxb,
and the non-negativity restrictions
X195 X3 5 cvnnneninannnny x,20

Note : Some of the constraints may be equalities, some others may be

inequalities of (<) type and remaining ones inequalities of (=) type or all
of them are of same type.

Definition (I) : A set of values x|, x, ...... x,, which satisfies the
constraints of the LPP is called its solution.

Dgﬁnition .(2) : Any solution to a LPP which satisfies the non-
negativity restrictions of the LPP is called its feasible solution.

Definition (3) : Any feasible solution which optimizes (maximizes Of

minimizes) the objective function of the LPP is called its optimum
solution or optimal solution.

Definition (4) : If the constraints of a general LPP be
n
j‘::l“y""jﬁb: (i=1,2,3, ...k e

then the non-negative variables s; which are introduced to convert the
inequalities (1) to the equalities
n . :
Zla,jxfrs,- b 1=1,23, ...4)
j =
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¢ Ci s ’ -
are called slack variables. The value of these variables can be interpreted
as the amount of unused resource

Definition (5) : If the constraints of a general LPP be
n . e '_,_:.T-:,::'»'
j§] '047_55' 2 b, (=kk+1, ..) (D

then the non-negative van’ables,&,- Wwhich are introduced to convert the

=

inequalitiés (1) to the equalities

n .

J'?]aﬁx_'f_si Srad; (i =kk+1, )

are called surplus variables. The ’\"a]ue of these variables can be
interpreted as the amount over and above the required level.

3.1.2 Canonical and Standard forms of LPP :

After the formulation of LPP, the next step is to obtain its solution.
But before any method is used to find its solution, the problem must be
presented in a suitable from. Two forms are dealt with here, the canonical

form and the standard form. .

The canonical form : The general linear programming problem can
always be expressed in the following form :

Maximize Z = c|x; + cpxy + c3x3 + ... Xy

subject to the constraints

a1 X e ay7Xy v e + A,y = b2
3 ;y + - mats Y
T ¥ " (/80N o JASETTLITRLEEEERE mn*n =
and the non-negativity restrictions
“.I! ~\.2’ --------------- ¥ xnzo

This form of LPP is called the canonical form of the LPP.
In matrix notation the canonical form of LPP can be expressed as :

Maximize Z = CX (objective function)
subjectto AX < b (constraints)
and X 2= 0 (non-negativity restrictions)
whereC = (c1 6. €
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Characteristics of the Canonical form :
(i) The objective function is of ma

(i) All constraints are of (<) type.
(iii) All variables x; are non-negative.

ximization type.

The Standard Form :

The general linear programming problem in the form

Maximize Z = cyx) +¢p%p T oeevee + ¢, Xy,
subject to the constraints
@yt Xyt +ay,X, = b
Ay Xyt Xy ¥ eiiiiiinnns +ay, X, 2
X1t BppXp b +a,,%n = O
and Xp, Xg, coeveeneernnes x, 2 0 is known as standard form.

In matrix notation the standard form of LPP can be expressed as :
Maximize Z = CX (objective function)
subject to constraints
AX = band X2 0
Characteristics of the standard form :
(i) The objective function is of maximization type.
(i)  All constraints are expressed as equations.
(iii) Right hand side of each constraint is non-negative.
(iv) All variables are non-negative.
Note :
(1): The minimization of a function f(x) is equivalent to the

maximization of the negative expression of this function.

ie, Minf(x) = —Max {—f(x)}
je,  MinZ = -Max(-2Z)
eg: MinZ = cpx; + cpx, is.equivalent to

Max (-Z) = —cjx;-coxy

d
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-

"(2): An inequality in one direction can be converted into an inequality

in the opposite direction by multiplying both sides by (-1).

eg: ax;+bxy, 2 ¢

= —ax;-bxy < -C
(3): An equality constraint can be expressed as two inequalities.
' ax, +bxySc ax; +bx, <c

ax, + bx, 2 c} :>;ax1 —bxy < -¢
(4): An inequality constraint with its left hand side in the absolute

form can be expressed as two inequalities.
ax,+ bxy < ¢

eg. ax +bx2 =c >

eg : |ax; +bxy|< c> ax, + bry 2 —c

(5): If a variable is unconstrained or unrestricted (withouit specifying
its sign), it can always be expressed as the difference of two non-

negative variables.
e.g. . Ifx, is unrestricted, then

Xy = Xxp'—x," where x5, x,"" 2 0. A
(6): Whenever slack/surplus variables are introduced in the
constraints, they should also appear in the objective function with
zero coefficients.
Example 1]: Express the following LPP in the canonical form.
Maximize Z = 2x; +3x, + x5

subject to the constraints  4x; —3xy+x3 < 6
xp+5xy-Te; > —4
and x, x3 2 0, x, is unrestricted
Solution : As x, is unrestricted, x, = x," —x,"
where x,’, x,"" 2 0. .. The given LPP becomes
Maximize Z = 2x;+3(xy' —x"") +x3

subjectto  'dx;—3x)’ +3x" +x3 < 6

x +5x) =5x"-Tx3 2 4

> 0.

X1, %2 %" X3
Convert the second constraint < type by multiplying both sides by —1.
Now the LPP becomes

Maximize Z 2x) +3x)' - 3xy"" + x5

subjectto  4x;— 3%’ +3x"+x3 < 0
—X| — sz' + 5x2" + 71'3 < 4
> 0.

and X1 X2', x2”, X3
which is in the canonica! form.
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Example 2|: Express the following LPP in standard form
Minmize Z = S5x;+7x,
subject to the constraints xp+x; S 8
3x; +4x; 2 3
6x; + Tx4 > 5 and X, %9 2 0.
Solution : Since Min Z = — Max (-Z) = — Max Z*,
The given LPP becomes Maximize Z* = —5x;—Tx,
subject to x +x < 8
3x;+4x; 2 3
6x;+7x; 2 5 and x|, x, 2 0.

By introducing slack variable s, and surplus  variables s;, s the

standard form of the LPP is given by
Maximize Z* = —Sx-7Tx* Osy + 05y + Os5

subject to x +xy+sp = 8

3x, +4x;—-5, = 3

6x; +Tx3—53 = 5

‘ and xq, X3, S1, $2: 53 > 0.

Example 3| : Express the following LPP in standard (Matrix) form
Maximize Z = 4x; +2x; +6x3
subject to 2x; +3xy+2x3 2 6
3x)t4xy = 8
6xy —4xy + X3 < 10 and x %, x320.

By introducing the surplus variable s; and slack variable

Solution :
., the standard form of the LPP becomes
Maximize Z = 4x;+2x, +6x3+0s5; + Os,
subject to 2x) +3xyt 263 -5 + 0s, =
3x; +4xy + Oxy + 0s) + 0s, = 8
6x) —4x; tx3+ 05  +5, = 10

v

and xy, X, X3, 5|, 52
Thus the given problem in matrix form is

MaximizeZ = CX
subjectto AX .= b
X 2 0
whereC = (4,2,6,0,0)

>
I

O B AV
0 0 0|, b=| 8], X=|™
0 b4 10/ s
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3_({ ) Resource Management Techniques
3.1.3 The Simplex Method .

While solving a LPP graphically, the region of fé,z'l‘s,ibléféglutions was
found to be convex. The optimal solution if it existd, occured at some
vertex. If the optimal solution was not unique, the optimal points were on
an edge. Tllese observations.also hold for the general LPP. E sentially the
problem is that of finding the particular \Iierlex‘ of the convex region which
corresponds to the optimal solution. The mast commonly used method for
locating the optimal vertex is the simplex.method or-simplex technique
or simplex algorithm which was devélopeld by G. Dantzig in 1947,

The simplex method provides an algorithm which consists in moving
from one vertex of the region.of feasible solutions to another vertex in
such a way that the value of the objective function at the succeeding
vertex is more (or less, as the case may be) than at the preceding vertex.
This procedure of jumping from one yerfex to:another is then repeated.
Since the number of vertices is finite, the method leads to an optimal
vertex in a -finite number of steps:or indicates the existence of an
unbounded solution:. '

Definition (1): Given a systgmi of m linear equations with
n-variables (m < n). The solution';._ obtained by setting (n — m) variables
equal to zero and solving for the remaining m variables is called a basic
solution. '

The m variables are called basic variables and they form the basic
solution. The (» — m) variables which are put to zero are called as non-

basic variables.
Definition (2) : A basic solution is said to be a non—degenerate basic

solution if none of the basic variables is zero.

Definition (3) : A basic solution is said to be a degenerate basic
solution if one or more of the basic variables are zero.
o (4) : ' oluti ich i asic is called a
Definition ({) A fef;s_;!g]:qL_solutlon which is also b
basic feasible solution.

Y IR

iﬁxam;‘ﬂei . Find all the basic solutions to the following

’

Problem :
MaximizeZ '= x;+3x;+3x3

)

subject to x; +7'2xz +3x; = 4
7

2xl * 3x2 o 5x3
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The Simpléx Method 3.7

Also find which of the basic solutions are
(i) basic feasible
(i) non—degenerate basic feasible
(iii) optimal basic feasible.

Solution : Since there are m = 2 equations with »n = 3 variables, the
basic solutions are obtained by setting (n — m) = (3 —2) = 1 variable equal
to zero and solving for the remaining two variables. Since there are 3
variables with 2 equations. We shall have 3C, = 3 different basic
solutions, which are given in the following table.

|

Values of the Is the Is the
. Non- . . Value of | Isthe ) 5 |
< Baer basic bas-tc variables the obje | solution solution so.’ur.:on ,!
No vari vari given by the ctive fea dmm_ feasible
ables constraint < 2, o | degener and |
ables equations Junciion |, Bibie: ate? | optimal ? |
X 1 e th =4 j
- 2xy +3x9 =7 . |
| | %% | x3=0 1 3% 5 yes yes ves |

=x1=2,x =1

X +3x3=4 | ;
_a | 2% +5xy =7 | !
9 | X)Xy [ xp=0 I 3 ! 4 yes yes No |
= xy=1, x3 =1 '
2 +3xa =4 | | i
‘2 TB [ ; ‘
- Ix2 +5x7 = 7 | ‘ |
3 (xpx3 | X =0} 2773 | g - foNe yes No |
= 1’2;] ,.?(3 =2 | I i

From the table, we see that, the first two solutions are non—degenerate
basic feasible solutions and the third is non-degenerate and infeasible.
The first solution is the optimal one.

. The optimal solution is

Maximize Z = 35, x;=2, x,=1,x=0.

| Examéle 2 I: Obtain all the basic solutions to the following system
of linear equations :

2 +ox, + 23+ x, = 3
6x; +4v, Azt o, = 2

Which of them are basic feasible solutions and which are
non-degenerate basic solutions ? Is the non-degenerate solution

feasible ?
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Since there are 4 variables with 2 equations, we shall have

4C, = 6 different basic solutions, which are given in the following table.
g E—
Istl Is the
Basic ) Values of the basic I St {e solution
SNo | vari- Non.-bas:c variables given by "”Ife Sottion Jeasible
ables variables the constraint - ‘f;m" i and non-
equations Yensibie &) degene degene-
rare ?
| rate?
2X] ik 6).’2 = 3}
X13 X9 |xX2a=x,=0]6x1 + 4x, =
| X2 [¥3=x4=0 1 *2 2 yes No No
= x1=0, x2 =1/2
ZXI =t 213 — 3}
Xy, X =x,=0(6x7 +4x;=
2 12 X3 [Xp =x4=00x] +4x3=2 No yes No
= x1=2,x3 =7/2
— _nlbxy+6x,=2
= xa = |
3 | X% |*¥2=x3=0 84 4 No yes No
=X = § s Xg4 = T L
6X2 + 2X3 = 3}
e —nldxy+dx, =2
4 | ¥x3 [X=x4=0 . 13 yes No No
= X2 = 5 ] X3 =0
6.1'2 + .\’4 =3
_ 4,1'2 + 6.1’4 =2
5 | XpXq |x=x3=0 , yes No No
-=>.1'2=§,X4 =0
?.1’3 + X4 = 3}
6 | X354 |X]=X2= 0[4x3+ 6bxy =2 No yes No
:>.\’3 =2, X4 =-]

Definition (5) : Let Xg be a basic feasible solution to the LPP :

Then the vector Cg = (CBj, CB--
of C associated with the basic variables,

Maximize Z = CX
subjectto AX = b
and X 2 0.

Ussocigted with the basic feasible solution XB.

. CB,,), where CB; are componens
is called the cost vector
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Remarks: . _
{: 1fa LPP has a reasible solution, then it also has a basic feasible
solution. ‘ RY TLI
5. There exists only (inite muniber of basit feasible solutions 2
LPP. .
3 Let a LPP have a feasible solution. It we-drop one of the basje
- A0 + \ ' - o | ' v ( .
variables and introduce another vasiable in the' basis set, then the

qew solution obtained is also a badic feasible solution,
Definition (6): Let Xp = BV b be a basic feasible solution to the
Lpp: Maximize Z CX, where AX =) and X =20,
Let Cp be the cost vector corresponding to Xp. For cach colump

vector a; in A. which is not a column vector of B, let
' : m

a = Laybi
=1
m

Then the number  Z; = >, CB; a;
i=1

s called the evaluation corresponding to a; and the number (Z; - C)
is called the net evaluation corresponding to a;.

Remark 1 : 1f (Zj - C}-) = (0 for atleast one j for which a; > 0,
i=12, ...,m; then another basic feasible solution is obtained which gives
an unchanged value of the objective function.

Remark 2 : (Unbounded solution). Let there exist a basic feasible
solution to a given LPP. If for atleast one j, for which a; < 0
(i=12,..., m) and (Zj - Cj) is negative, then there does not exist any
optimum solution to this LPP. |

Remark 3 : A necessary and sufficient condition for a basic feasible
solution to a LPP to be an optimum (maximum) is that (ZJ. - C}) > 0 for all
/, for which a; ¢ B. _

Remark 4 : The two fundamental conditions on which the simplex
method is based are : (i) Feasibility condition : 1t ensures that if the initial
(Sta_rtmg) solu.tion is basic feasible then during computation only basic
feasible solutions will be obtained. (i) Optimality condition: 1t
guarantees that only improved solutions will be obtained.

3.1.4 The Simplex Algorithm
Assummg the existence of an initial basic feasible solution, an optimal
solution to any LPP by simplex method is found as follows :
| A.S‘tcfp e Ch'ec.k whether the objective function is to be maximized ©f
minimized. If it is to be minimized, then convert it into a problem of
maximization, by
Minimize Z = - Maximize (-Z)

Scanned by CamScanner



310 Resource Management Techniques

Step 2 ¢ Check whether all b'y nre = . , :
(8 nre positive, I any of the b/'s 1%

tive, multipl ¥ =
negative, mulliply 'b'olh sides of that constraint by | 4o a ake it
riglﬂ hand side positive, y ho a4 to make 1tg
Step 3 ¢ By introduci
inequality const-r'nim. -( ducing .lewa< [ warplus variables, convert the
mneq . § into equations and express the given LPP into ity
standard form. he piven 1 o iy
tep 4 : Find an initi e

' fb_’ (11_ nd d|.1 Illllhll| basic feasible solution and express the above
information conveniently in the following simplex table,

S _Cl‘ - ((‘l ,("2 Caiininn 0 0 0 .iecoe )
Cs Y XB_“ _\ | Xy Xgiiin 7 §y Wy reieiie
Cs, 51 | b |« A5 gyl | (b 10 “raseitiz
C, & | by |91 2 3. 0 b 0 sumenes
Cp, 53 | by |91 @2 @y R
: : body matrix unit_marix

(Z;=C) Zy |Z21-Ci Zy=Cy o !
(Where C; - row denotes the coefficients of the variablc;_i—n the
_ column denotes the coefficients of the basic

objective function. Cg
variables in the objective function. Yy — column denotes the basic

variables. Xg — column denotes the values of the basic variables. The
coefficients of the non-basic variables in the constraint equations
constitute the body matrix while the coefficients of the basic variables
constitute the unit matrix. The row (Zj - cj) dencies the net evaliations

(or) index for each column).
Step 5 : Compute the net evaluations (Z, - C)) (j =1, 2, ... n) by using
the relation Z;— ¢; = Cga—C

Examine the sign onj - Cj
(@ If all (Z;~ cp=z0 then the current basic feasible solution Xp is

optimal.
(b) 1f atleast one (Z; - C)) <0, then the current basic feasible solution

is not optimal, g0 t0 the next step.
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Slép ?;ﬁ.:r ( lu ﬁfAu.I the_enr;rh;g variable) —~

The entering variable is the non-basic variable corresponding tg th

« s ()"’ H Y [4 - cr $ . e
most negative value of (2'1 Cj). Let it be x, for some j = r. The entering
variable column is known as the key column (or) pivot column which, ;
shown marked with an arrow at the bottom. If more than one variable haz
the same most negative (Z; — C)), any of these variables may be selecteq

arbitrarily as the entering variable.
Step 7 : (To find the leaving variable)
XB.
Compute the ratio 6 = Min { a-’ ,a;, > 0} (i.e., the ratio between the

ir

solution column and the entering variable column by considering only the
positive denominators)
(a) If all a;, <0, then there is an unbounded solution to the given

LPP.
(b) If atleast one a; > 0, then the leaving variable is the basic
: , & . XBy
variable corresponding to the minimum ratio 0. If 8= a then
r

the basic variable x; leaves the basis. The leaving variable row is

called the key row or pivot row (or) pivot equation, and the
clement at the intersection of the pivot column and pivot row is
called the pivor element or key element (or) leading element.
Step 8 : Drop the leaving variable and introduce the entering variable
along with its associated value under Cg column. Convert the pivot
element to unity by dividing the pivot equation by the pivot element and
all other elements in its column to zero by making use of

(i) New pivot equation = old pivot equation + pivot element
(i) New equation (all other rows including (Z; - C)) row)

‘ ' Corresponding .
— : sponding ew pivot
= 0ld equation — column x -
) equation
coefficient -

e unitl either an

Step 9 : Go to step (5) and repeat the procedur
bounded

optimum solution is obtained or there is an indication of an un
solution. :

Note (1) : For maximization problems:
(i) If all (Z, - C)) z 9, then the current basic feasible solution is

optimal.
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(ii) If atleast one (£, — C}) < 0, then the current basic feasible solu
is not optimal.
;i) The entering variable is the non-basic vari
the most negative value of (2}. - CI_) )

able corresponding 0

Note (2) - For minimization problems :
() 1f all (Z; - C)) < 0, then the current basic feasible solution is

optimal.
i) If atleast one (Z,-C)>0, then the current basic feasible solution
is not optimal.
g to

(iij) The entering variable is the non-basic variable correspondir
the most positive value of (Zj - C}) ,
Note (3) : For both maximization and minimization problems, the

leaving variable is the basic variable corresponding to the minimum

ratio ©. _
@mlej': Use simplex method to solve the LPP
Maximize Z = 4x;+10x,
subject to 2x +x, < 350

2v, +5x, < 100

2v, +3x; < 90 and xp, Xp 2 0.
[BRU BSc.86, MKU.B.Sc 94, MU BSc. 84, MU. BE. Nov 91, Nov 94]

Solution : By introducing the slack variables s;, s, and s3, the

problem in standard form becomes

Maximize Z 4x; + 10xy + 05y + 05, + Os3

subject to  2x) +xy+ 5 + 05+ 0s3 = 50
2x) +5xy+ 05 +5,+ 053 = 100 :
2x; +3x,+0s; + 05,53 = 90 -
> 0.

~and xy, X, 51, §2, 53
Suiufi?;t’;sthere‘are 3 equations with 5 variables, the initial basic feasible
obtained by equating (5 — 3) = 2 variables to zero.
 The initial basic feasible solution is s, = 50, s, =100, s3 =90
(x; =0, x5 =0, non-basic)

b
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The initial simplex table is given by ‘“““‘\\3\
G (4 10 0 0 0
—_—
Cg Yp | Xp| ¥ X2 5 5 5 0 =min;‘£
I R I — 1
0 s [SO[2 1 1L 0 o0 50
0 s 1002 () 0 1 0 20*
O g5 "F{TROE AR MY TR oY 30
~z-C |0 |4 -0 0 0 of

Here the net evaluations are calculated as Zl-er =Cpa;- C; —
Z,—-C, =Cga-C; = (000)[2 22]T -4

[where T denotes transpose]

" ‘
(00 0) @ —4=—-4

Z,-C, =Cga,—Cy = (000)[153]T-10=~10

Zy—C3 =Cgaz—C; = (000)[100]T-10=0

Z,-C4 =Cgay—C4 = (000)[010]7-0=0

Z;—Cs =Cgas—Cs = (000)[001]T-0=0

Since there are some (Z; — C) <0, the current basic feasible solution

Il

is not optimal.

To find the entering variable :

Since (Z, — C5) = —10 is the most negative, the corresponding non-
basic variable x, enters the basis. The column corresponding to this x, 15
called the key column or pivot column.

To find the leaving variable :

. . | Xe
Find theratio® = miny——, ;>0

iy

o bn [ Xpy
= min ajz,a,-2>0
min|{ 7,75 .73

= min { 50, 20, 30} =20, which corresponds t0 52
' : g 0
. The leaving variable is the basic variable s, which correspor_ldstt/
the minimum ratio 8 = 20. The leaving variable row is called the plvf;h
row or key row or pivot equation and 5 is the pivot element.
New pivot equation = old pivot equation + pivot element.
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(100 2 5 0 1 0)+5
20) ,i:, 1 0 -,!; 0
o o
correspondingy [ ."few
New s) equation = old s, equation - column J,} pivot |
. coefficient \equation/
=50 2 ! I 0 0
2 1
= 30 ‘2‘ 0 1 -—;- 0
New s3 equation = 90 2 3 0 0 :
: e -—‘F6—:—-F_-— 3
: . ; -
= 30 3 0 0 3 1
New (Z;-C)eqn. = d.. -4 =10, L0s O 0
—20° ~10
& 2007 -10 0 5 0

= 200 .0 0 0 2 0

-, The improved basic feasible solution is given in the following

simplex table.
First Iteration :

&} (4 10 0 0 0)
Cg Yp |Xg| X ¥ 8§ $H 5
0 s |30]|8& 0 1 - 0
0 x |20]2% 1 0 L 0
0 5 30 [ 45, O O S 1
Z-C, 200/ 0 0 0 2 0

Since all Z,-C;2 0.the current basic feasible solution is optimal.
. The optimal solution is Max Z =200, x; = 0, x5 = 20.

|Examp_le 2|: Find the non-negative values of xy,vy and xy which
Maximize Z = 3xy +2xy + Sxy

Subject to xytdyy < 420

3x; + 2y S 460
xpF 26 kg S 430 [MU. MBA. Nov 95]
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Solution : Given the LPP
Maximize Z = 3x;+2x; +5x3

420
460
430
0.

IA

subject to x| +4x

IA

3x1 + 2X3

IA

X g 2x2 +J_C3

v

X1, X2, X3
By introducing non-negative slack variables sy, s, and s3, the standard
form of the LPP becomes

Maximize Z = 3x| +2x, + 5x3+ 0s| + Os, + Os,
subjectto x| +4xy+0x3+s5 +0sy+0s3 = 420
33&1 +0xy +2x3+0s; +5,+0s3 = 460
X1 + 2xy tx3+ 05, +0s, +53 - = 430

' andxl,xz,x3, 51, 52, 53 2> 0.
Since there are 3 equations with 6 variables, the initial basic feasible
solution is obtained by equating (6 — 3) = 3 variables to zero.

. The initial basic feasible solution is 5| =420, s, = 460, 53 =430
(x| =Xy = x5 =0, non-basic)

The initial simplex table is given by

Initial iteration :

G (B3 2 5 0 o o)

CB YB .XB xl x2 . A x3. ' Sl '32 ’ .5'3 8]
L -

0 4 | .

P S RN e B ﬂ? = 230*
0 54 -
430 = 430
- C, T —————— LW 3 %Y
e S TR I
Ince there are somN - veall
I not optimal. ' ( J Cj) <0, The current basic feasible solution

nNegative, the correspondin _Slnce (Z; - C3) = -5 is the most
The co] . '& Non-basic variable : i
olumn corresponding tq this x. X3 enters into the basis.

3 15 called the key ¢olumn or pivot

To find the entering varigpye .
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'T;"];,,(] the leaving variable :

_ X
ind the ratio 0 = pjp {—B¢ in {2
Fin min » @G>0 = minj——, a3>0

Q.
i3

et

2.2 |1
- The leaving \'ar!;'lbh, i1s the basic variable s, which corresponds to
the mmlmum ratio 6 = 230. The leaving variable row is called the key row
or pivot equation and 2 is the pivot element.
New pivot equation = old pivot equation + pivot element
= @60 3 02 01 0)+2

= 3 I
230 5 01 05 0

its entering New

old slequation-—( column J ( pIVOtJ
coefficient equatlo

0

0

n 460 430

New s, equation

= 420 1 4 0
(—)ooooo-o

= 420 1 4 0

v | its entering New
New s; equation = old s; equation—| column pivot
| e
1
0

coeffi cnent quatlo
= 430 1 2 1
‘ l
0 1 0 3

o)W

) 230

=20 -2 2 0 0 -3 1

coeffi c:Ient quatlo
= 0 3 -2¢.-5

; + ' (its entering New
New (zj ~C)eqn.= =old (ZPC) equatlon —~| column pivot
| e
0
@ -1150 3> .0 -5 0 :2-5 0

9 5
1150 3 -2 . 0 0 3 0

bl The improved basic feasible solution is given in the followmg snmplex
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f':l-rzwi}—}r’cratiol: L

s e ey

420
0 s [420]1 4 0 1 0 0| g =1l0s
5 x3 |[230(3% o0 1 0 'n o -

200
2

0 53 (20072 @ 0 0 2o =100

z-C; |uso|% -2 0 0 h 0

Since there is an (Z, — C;) = -2, the current basic feasible solution is

——

not optimal.
. Here the non-basic variable x, enters into the basis and the basic

variable s4 leaves the basis.

Second iteratioh :

G -(3—-2-5-0 0 0)

CB YB XB Xl .\'2 .\'3 51 82 33

0 s (2012 o o0 1 1 =2
5 x3 [230(3% o 1 o0 W o
2 x (100 | 1 0 0o Yo'
Z-C 13504 o o0 o0 2 1

Since all (Zj - Cj) > 0, the current basic feasible solution is optimal.

. The optimal solution is Max Z = 1350, xy=0,x,=100,x3 = 230.

Example 3|: Solve the following :

Maximize : 15x; + 6x, + 9x3 + 2x;
subject to  2x; +.x, + Sx3 + 6x, '
3xl +x2 + 3x3 -+ 25x4

IA

20

24

70

0. [MU. MCA. May 9%]

Solution : By introducing non-negative slack variables sy, 5 and S
the standard form of the LPP becomes.

A IA

7-’*'1 +x,

X1 X25 X3, X4

1'%

y
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st] sk 6x2 + 9x3 + 2x4+ Osl + 032 + OS3

3x| +x2+3X3+25x4+0sl+52+033 = 24
7y F 00y + 0x3+ x4 + 05y + 05y +53 = 70
x17x23 x3,x4, S1s 89, S3 > 0.
- The initial basic feasible solution is s; = 20, 55 = 24, 53 =70
(1) =X = X3 =%y = 0, non-basic)
The initial simplex table is given by
Initial iteration :
G (15 6 9 2 0 0 0)
CB YB XB X1 Xy X3 X4 51 Ap) 53 6
0 s 20 | 2 1 5 6 1 0 0 -222 =10
2i — Q%
0058 1241 @) *1 w:@roligs ~dg st 0 |73 =8
70 _
0 s3 (707 o o 1 o0 o0 1| 7=I10
ZJ"CI 0o |-15 -6 -9 -2 0 0 0

Since there are some (2}- - C}-) < 0, the current basic feasible solution

is not optimal.

The non-basic variable x, enters into the basis and the basic variable

5, leaves the basis.

First iteration :

C; (15 6 9 2 0 0 0)
Cg Yy | Xg | x1 ¥ 3 X4 51§ 53 0
0 s | 4|0 (5 3 -3 1 T o0 12
5 x| g{1 Y 1 Ph oo '3 o0 #
0 s3 | 14| 0 7B -7 =2 0 5o -
?C} 120l 0 -1 6 12 o 5 0

Since (Z, — C,) = —1 < 0, the current basic

Optimal.

feasible solution is not
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" The non-basic variable x, enters into the basis and the basic variab),

5] leaves the basis.

Second iteration :

¢ (45 6. .9 2. 0 0 0
TB Yg | X | X1 X2 X3 X4 S 5 5
6 %5 .0 d2d 0. adisno9si5232 5 3 1w 0

‘ 51
5 x| 4|1 0 =2 3 -1 1 0
0 s 42 | 0 0 14 32 7 =71 1
z -C|l132{0 0 15 9 3 3 0

J

. The optimal solution is given by

Max Z = 132, X1 =4, X9 212, X3 =0 and X4 = O.'
Solve the following LPP by simplex method :

Example 4|:
Minimize Z = 8x; — 2x, .

subject to —4x; + 2x,

1

IA

Sx,—4x, < 3

and x;,x, 2 0.

Since all (Z; - C)) 2 0, the current basic feasible solution is optimal.

/MKU. BE. 1989)

Solution : Since the given objective function is of minimization type,

we shall convert it in to a maximization type as follows :
= Maximize Z* =-8x; +2x,

Maximize (-2)
subject to

By introducing non-negative slack variables s

of the LPP becomes
Maximize 7 *
subject to the constraints

—4I1 T 2..1'2

5x1 . 4x2 .

X%

IA A

v

1

-~

D

0.

|» 8y, the standard form

- —8x1 + sz + 0s) + Os,

Sx

* The initial basic feasible solution is given by s; = 1, %

(x; = x, =0, non-basic).

=

1
3

0.
= 3,

4
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[nitial iteration :

G (-8 2 0 0)
CB YB XB X) X7 51 52 0
|
0 s [ 1|4 @ 1 o3
0 s, | 3|5 4 0 1 |-
zZ*-C|lo |8 -2 0 0 |

Since (Z,* = C,) = =2 < 0, the current basic feasible solution is not

optimal.

The non-basic variable x, enters the basis and the basic variable

sy leaves the basis.
First iteration :

Cj (-8 2 0 0)
Cg Yg Xg | X1 ) 51 55
2 XZ % -2 1 ) ';' 0
0 s | 5|3 0 2 .1
Zj" - C} 1 | 4 0 1 0

Since all (Zj* —Cj) > 0, the current basic feasible solution is optimal.
. The optimal solution is given by maximize Z* = 1, x; =0, x, =1/,
But Minimize Z = — Maximize (-Z) = - Max_imize Z* =-]
~ MinZ =-1; x; =0, x2=%.
Aliter : The above problem can be solved without converting the
objective function in to maximization type. -

Given Minimize Z = 8x;-2x,
subject to the constraints —4x;+2xy < |
5xl —'4x2‘ < 3
X[, %y, 2 0.

. By introducing the non-negative slack variable 5,55 the LPP
becomes ’ :

p=—

Minimize Z 8x) — 2x, + 05+ Os,
subject to the constraints —4x + 2xy+.s,+ Os,

—
—_

1
3

0.

xlsxzyslasz 2

The initial basic feasible solution is given by
$1 =1, 5, =3 (basic) (x; =x, =0, non-basic) -
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Initial iteration :
G; (8 2 0 0)

0 ) 3 S —4 0 1 =
0 | -8 2 0 0

Since (Z, — C;) = 2 > 0, the current basic feasible solution s no

optimal.

To find the entering variable :
Since (Z, — C;) = 2 is most positive, the corresponding non-basic

variable x, enters into the basis.

To find the leaving variable :
The leaving variable is the basic variable s; corresponding to the

. oo
minimum ratio 6 =5

First iteration :
G 8 -2 0 0
Cg Yg|Xg|x x 5 5
2 x|z |2 1 1 o0
0 afovidiid | <3 1 02 1
Z-Gl-1]4 0 -1 0

Since all (Z; - C;) <0, the current basic feasible solution is optimal.

. The optimal solution is Min Z = -1, x;=0,x, =%

E<ample 5|: Use simplex method to
MinZ = x,-3x;+2x;

subject to 3xy—x3+ 2 < 7
2o t+dx; < 12
o +3G+8 < 10

and X9y X3, X3 =2 0

[BRU. MSc. 1986 MKU. BSc 1992, MU. BE. Nov 93, Nov 9%

—_ : _ MU. B.Tech. Leather 0¢t? o
Solution : Since the given objective function is of minimization &YP®

we shall convert it in to a maximization type as follows :
Maximize (-Z) = Maximize 7* = —xy + 3x5 — 25
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3.22
’M-SUbjeCt to JX2 — X3 + sz < 7
2x, +4x3 <12
—4x2 + 3x3 + 8X5 < 10
X9, X3,X5 2 0. :
By introducing non-negative slack variables s, s, and s3, the standard

form of the LPP becomes _

Maximize Z* = —x,+3x3—2x5+0s; 7+ Osy + 054

subject to the constraints
3x2—x3+2xs+sl+052+053 = 7

—sz+4X3+0x5 +OS1 +S2+OS3 = 12
—4x2+3x3+ ‘x5+051+052+$’3 = 10
> 0.

and X9, X35 X5, 15 59, 53

- The initial basic feasible solution is given by 5y =7, 5, = 12,
s3=10 (xy =Xx3=X5= 0, non-basic)
Initial iteration :
¢ (-1 3 2 0 0 0)
Cg Yp|Xp|X * % St % % 0

0 s | 7|3 -1 «2elai0:l =
0 s, | 122 @ 0

0 S3 10 -4 3 8 . 0 0 |

z'-C | 0 |1 3. .25 0._ x0,4,0
Since (Z,* — Cy) <0, the current basic feasible solution is not optimal.

The non-basic variable x; enters into the basis and the basic variable

59 leaves the basis.
First iteration :

g (-1 3 2 0 0 0)
Cg Yp|Xg|X X X 51 5 5 0
p) 1 20
3 v sl gorfmkieusu sl gar L g
3 ) 4 =
._5 _3
0 s 1 | = = il
3 > 0 8 0 G 1
: -1 R 3
Zj -—q 9 3 0 2 0 2 0
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The Simplex Methog
— e 1t basic feasible soIU\
cha (Zl ~-C) <0, thc curret ¢ tion is not Ptim

_basic variable x, enters into the basns and the bagie vari labl
£

The non
sy leaves the basis.

Second iteration :

Cg Yg|Xp| ¥ *3 ¥ S5 % 5

W | NI

4
- | x2 4 1 . 0 g
2
5

('S ]
5
n
o
—
w | —
NN (N
o

0 s3 110 0 10 1

" : 1
@-injo o 5 3

TAES
o

Since all (Zj* ~ Cj) > 0, the current basic feasible solution is optimal.

<. The optimal solution is given by

maximize Z* = ], X) =4, x3=15 x5° 0

But Minimize Z =" — Maximize Z* =_11

- MinZ =117k, x, =5, x5 =0.
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3.2 Artificial Variables Techniques | o
To solve a LPP by simplex method, we have to start with the initial

basic feasible solution and construct the initial simplex table. In the
previous problems, we see that the slack variables readily provided the
initial basic feasible solution. However, in some problems, the slack
variables can not provide the initial basic feasible solution. In these
problems atleast one of the contraints is of = or > type. To solve such
linear programming problems, there are two (closely related) methods

available.
(i) The “Big M-method” or “Mtechnique” or the “Method of

penalties” due to A. Charnes.
(ii) The “Two phase” method due to Dantzig, Orden and Wolfe.

3.2.1 The Big M - method :
Step (I) : Express the linear programming problem in the standard

form by introducing slack and/or surplus variables, if necessary.
Step (2) : Introduce the non-negative artificial variables R}, R, ... to
the left hand side of all the constraints of > or = type. The purpose of
introducing artificial variables is just to obtain an initial basic feasible
solution. However, addition of these artificial variables causes violation of
the corresponding constraints. Therefore we would like to get rid of these
variables and would not allow them to appear in the final solution. To
achieve this we assign a very large penalty (-M for maximization
problems and +M for minimization problems) as the coefficients of the

artificial variables in the objective function.
Step (3) : Solve the modified linear programming problem by simplex

method.
While making iterations, using simplex method, one of the following

three cases may arise :

(i) If no artificial variable remains in the basis and the optimality
condition is satisfied, then the current solution is an optimal
basic feasible solution.

(ii) 1f atleast one artificial variable appears in the basis at zero level
(with zero value of Xg column) and the optimality condition is
satisfied, then the current solution is an optimal basic feasible
(though degenerated) solution .

(ifi)  If atleast one artificial variable appears in the basis at non—zero
level (with positive value in Xg column) and the optimality
condition is satisfied, then the original problem has no feasible
solution. The solution satisfies the constraints but does not
optimize the objective function since it contains a very large
penalty M and is called pseudo—optimal solution.

BRI T
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—_’_'//—""/__'J’—JT_ thOd heneVCI an p l'li : 5 -‘i_“\_‘\“ﬁ
ote * WI i € app]ylng S"‘nple>\ [“e 9.“‘ ) . a r l(l ‘ s

ve the basis, W ; . all the
e t?rclzz?)onding to its column from the simplex table, the
entries O

. Solve the following LPP by simplex methoq .
+ 2_\'2

Artificial Variables Techniqyeg

Maximize Z = 3xy
PATILRY) 2
Jxy + 4 12
0.

[MKU. M.Sc 1985, MU. BE, Apr 97)
+ By introducing the non-negative slack variable $| and

IA

subject to

V4

\")

n“d .\:I, -\-2

Solution
surplus variable s,, the standard form of the LPP becomes
Maximize Z = 3x; +2xy+0s; +0s,
subject to e txpt st 0s, = 2
3.'\'1+4X2+051—5'2 = 12

X1» X2, 51» A) Z 0.

But this will not yield a basic feasible solution.” To get the basic
feasible solution, add the artificial variable R to the leff hand side of the
constraint equation which does not possess the slack variable and assign -
M to the artificial variable in the objective function. The LPP becomes

Max Z = 3x] +2x2+0S1 +052—MR]

SUbjeCttO le +x2+.5'1 +032 = 2

3x1+4x2+031—S2+R1 . 12
X1, X9, 81, 52, Ry 2 0
The initial basic feasible solution is given by
s; =2, Ry = 12 (basic) (x; =x, =5, =0, non-basic)

Initial iteration :

Cj (3 2 0 0 -M) a___,//“‘
CB YB XB x[ X9 81 ) R1 ’/Q,,—;
" 2 ::3 |
b 4 2 2 (1) 1 o 0 | T
1223
-M Rl 12 3 4 0 "1 ] ,,_.i-—"/
4 -G |[-2M|3M-3 4M2 0 M 0 -

_ Since'there are some (Z, - C)) <0, The current basic feasible 5
is not optimal.

The non-basic variable x, enters into the basis and the basic
s, leaves the basis.

variab®

1
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First Heration :

C, @3 2 0 H M)
(.“ Y” f\(“ \| k) .')'I .'r"} "'\l
2 x 2 ) | | 0 0
M R, A 5 0 A |
Z, - C M4l SMIL 0 4AM+2 M0

Since all (Z, -~ C) & 0, and an artificial variable R appears in the
basis at non-zero level, the given LPP does not possess any feasible

solution. But the LPP possess a psendo optimal solution.

[Example 2|: Solve the following problem by simplex method :

Maximize Z = x;+2xy+ 3x;-x,
subject to Xy +2xy+3x3 = 15
2x; txy+5x3 =z 20
Xpt2xtx3t+x, =2 10
X1y Xpy X3, X4 2 0. [MU. BE. Apr 93]

Solution: By ihtroducing the non-negative surplus variables s;and s,
the standard form of the LPP becomes

Maximize Z = Xx;+2x,+3x3-x4+ 05+ 0s,
SUbjeCt to x] +2x2 + 3X3 + OS] + 032 = 15
2x1+x2+5x3—.3‘1+052 = 20
x|+2x2+x3 +X4+0S1'—32 T 10

v

0.

But this will not yield a basic feasible solution. To get the basic
feasible solution, add the artificial variables R, R,, R;, to the left hand
side of the constraint equations which does not possess the slack variables
and assign —M to the artificial variables in the objective function. So the
LPP becomes

Max Z =X + 2X2 a 3JC3 —X4 e OSI i 0.5'2— MRI - MR2 - MR3

subject to the constraints

X1» X25%3, X4, 51, 53

xl+2.X2+3X3+OSl+OS2+Rl = 15
2x) + X5+ Sx3—-5 +0sy+ Ry, = 20
X|+ZX2+X3+X4+OS]'—SZ+R3 = 10
> 0.

X|5 X, X3, X4, S|, S9, Ry, R,, Ry
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| basic feasible solution is given by

The initia
R[= 15, R2=20, R3= 10 (bBSiC) (II =x2=x3=x4=sl252:0
non-basic)
[nitial iteration :
G (1 2 3 -1 0 0 -M -M -
-M R} | 15 l 2 3 0 0 0 1 0 g 132 =5T
-M Ry | 20 | 2 1 ¢) 0 -1 0 0 1 o0 ?:4‘
10
-M R3 10 1 2 1 1 0 -1 0 0 I T=1
4M -SM -9M -M —

Since there are some (Z; — C;) < 0, the current basic feasible solution

is not optimal.

The non-basic variable x; enters into the basis and the basic variable
R, leaves the basis. Also since the artificial variable R; leaves the basis,
we drop that artificial variable R, and omit all the entries corresponding
to its column from the simplex table.

First iteration :
C 2 3k wely = 2D 0 -M -M)
Cg Yg| Xg | x , x3 x4 s s Ry Ryl
M R A e 7 3 ity
3 5 (5 0 o 5 o 1 0|7
| » |
P.o<3d4 3 2 1 o | |
| 31 4 3 3 [ ik gepupdt big wegt o 0| N
‘ M 3
-M R 3 9 1 30
31 5 G IERE LSO kS B I A &
_._d—r—-—"
- -9 ~
Zj CJ. M | 22M+l  ~16M-7 M —-4M-3
l—-ﬂL 5 5 0 % M 0 0 -
+1 T

Since there ' [
are some (Z; - C;) < 0, the current basic feasible solutio"

is not optimal,

The non-basi i
on-basic variable x, enters into the basis and the basic variabl®

R, leaves the basis.

Scanned by CamScanner



3.38 Resource Management Techniques

e

Second iteration :

CJ (1 2 3 -0 A,O__'M =
Cg Yp Xg | & x x3 x5 8§ 5 Ry | o
2 x, % :71 10 0 % o0 |-
3 X3 %1 :} 0 1 0 -7—2' 0 0 | -
-M R; ‘—;- 57’- 0 0 (D :71 - _[,%_
2~ -1sr\-17+ 105 —67M 0 0 -M+I %‘- M 0

Since there are some (Z; — C,) < 0, the current basic feasible solution
is not optimal. ‘

The non-basic variable x, enters into the basis and the basic variable
R, leaves the basis.

Third iteration :

Cj (1 2 3 -1 0 0)
CB YB XB xl 'C2 X3 JC4 Sl S2 3]
- 3
2 x; = = 1 0 0o 5 0 =
s 25 3 =) 25
> % W 7 0 1 0 =5 0 3
15 6 4 15
-1 Xy - (7) 0~ 0 1 7 =1 3
90 -6 4
Z;-G 7 7 0 0 0 7 1

Since there are some (Zj - CJ-)=.§ < 0, the current basic feasible
solution is not optimal. |
The non-basic variable x; enters the basis and the basic variable

x4 leaves the basis.
Fourth iteration :

Cj (1 2 3 -1 0 0)
Cg Yp Xp X Xy X3 Xy 8 55
2 x 3 I )
3 X, -g- 0 0 l :21 0 %
1 x, % 1 0 0 % ;_% :61
Z.—_C!. R 0 0 0 1 0 0
Since all (Z;- Cj) 2 0, the current basic feasible solution is optimal.

i 5 5 ]
.. The optimal solution is MaxZ =15 =5, 5,%3 53,5 = 0.
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Examﬁle 3|: Use Big-M method to solve

Minimize Z = 4x; + 3%,
subject to 2, tX; 2 10
3x t2x; = 6
X tXy 2 6
and x;, X3 2 [BRU M.Sc 1983
Solution : Given Min Z = 4x; + 3%
subject to 2x;tx 2 10
3x;+2x = 6
x tx 2 6
Xpp Xy 2 0.
Thatis Max Z * = —4x| —3x,
subject to 2, +x, 2 10
3x;+2x; < 6
Xy tx, =2 6
x,% = 0.

By introducing the non-negative slack, surplus and artificial variables,
the standard form of the LPP becomes

Max Z* = —dx;-3x, +0s;+0s,+ 0s;3— MR, - MR,
subjectto  2x; +x, -5, +0sy+0s3+R; = 10
Bx1+2xy+0s;+5,+0s3 = 6
Xy tx, +0s;+0s,~-53+Ry, = 6

and xy, x,, x3, 1, 52,83, R, Ry 2 0.
(Here : 5y, 53 — surplus, s, —slack, Ry, R, — artificials)
The initial basic feasible solution is given by
Ry =10, s, =6, R, = 6 (basic) (x) =x; =5, =553 = 0, non-basic)

Initial iteration :
Cj (-4 -3 0 o0 0 -M -M)
Cg Yjg XB_ LL S s; 53 R, Ry 0
MR w0 (2) 1 -1 0 o0 0 '15,9 =3
0 s 6 -3 2 U Y 0 .
“1‘:1 Ry | 6 ! L0 o 4 o | %=6
Z; —C; | _16M | -3M+4 ~zrv[+3—-_rv1~~0‘T,l 0 0

I
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Since there are some (Zj* -

is not optimal.
The non-basic variable x, enters into the basis and the basic variable

R, leaves the basis.

First iteration :

Cj) < 0, the current basic feasible solution

C (4 0 0 0 -M)
= e ‘ . - -
CB YB )\B X | x2 Sl .5'2 .53 Rz 0
4 xy 5 | 7 Iy 0 0o 0 10
i 42
U 21 0 7/2 3/2 1 0 0 -
-M R, 1 o ('h) by 0 a1 2
2t “M+2  -MH
77 =G | -M-204] 0 7 5 0o M 0

is not optimal.
The non-basic variable x, enters into the basis and the basic variable

R, leaves the basis.

Second iteration :

Since there are some (Zj* — Cj) < 0, the current basic feasible solution

G ¢ -3 0o 0 0
Cg Yg | X | X1 %2 S1 Sy 83
—4 x 4 1 0 -1 0 1
0 s 14 0 0 -5 Lises 7
-3 x 2 0 1 l 0 -2
Z'-Ci| 2| 0 0 ! 0 2

Since all (Zj"‘ - Cj) > (), the current basic feasible solution is optimal.

s Max Z*=-22,x; =4,x =2
But Min Z = - Max (-Z) = -Max Z* = - (-22) = 22,
. The optimal solution is Min Z =22, x, =4, x, =2

Example 4

subject to

Maximize Z
dx; + 6x2 + 3x3
3x; ~ 6xy ~ dx;3
2xl + 3x2 —_ SX3
and x;, x,, X3

: Use Penalty method to

vV v IA A

2x; tXy Ny

8

1

4

0. [MU. BE. Apr 90]
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e sing the non-negative slack, surplug and arjf,;,
Solution: BY introducing th =

jables, the standard form of the LPP becomes
" M';x 7 = 2x)txy X + 0sy + 08, + 084 - MR,

subject to Axy -+ 6xy F By + 8yt 085 + 04 f
' 3x) = 06Xy~ Axy+ 08y + 59 + 084 |
d-0c, + O04r — 54 F ’4 =) 4

2x + 3%y ~ 5x4 + 08 08y — 83+ R,
=z 0.

and x|, X, X35 51, 525 53 R,

(Here : 5, $ — slack, 53— surplus, R;— artificial)
initi i i lution is given by

The initial basic feasible so venby ' |

=1, R, = 4 (basic) (x; =x = X3 =53 = 0, non-basic)

5 =8, Ay
Initial iteration :
G 1 I 0 0 0 -M)
x s s, s Ry |-
CB YB XB X1 X2 3 1 2 3 1 : 0
0.8 : 354 6 ol 0o gk o0 00 z
i—133

-M Ry | 4 2 3) s 0 o0 I |Fet

M 0

Z;~C; | 4M |-2M2 -3M-1 5M-1 0 0
Since there are some (Zj — Cj) < 0, the current basic feasible solution

is not optimal.
The non-basic variable x, enters into the basis and the basic variable'

R, leaves the basis.

First iteration :

Cj (2 | 1 0 0 0 )
Cg Yg | Xg | x X7 X3 $i sy 53 0
0 S 0 0 0 (13) i ; X :
0 8§y 9 7 0 o A ] S .
AL RE NN SR T o
| 5= 3 3+ 0 2 0 :;_—;:'PJ

‘ Smce'thcre are some (Z; - C)) < 0, the current basic feasible solution
1s not optimal,

The non-basic variable x; enters into the basis and the basic variable
sy leaves the basis.
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342 )
Second iteration : ez
Cf (2 1 I 0 0 0)
CB YB XB xl x2 x3 sl 32 S3 0
! 2
. 4 2 s o
4 | < 2 n
-G | 3|3 o o 3 0o i

Since there are some (Z; — C;) < 0, the current basic feasible solution

is not optimal.

The non-basic variable x; enters into the basis and the basic variable

5, leaves the basis.

Third iteration :

G 2 1 1 0 0 0)
Cg Yg | Xg | %1 % X 51 % 53 0
1 x; 0 o 0 1%0_ %
lxn |30 1 o 3 ¥ 7
Z-C |5 lo o o % w  Im

Since all (Z;— C,) 2 0, the current basic feasible solution is optimal.

64

9

10

*. The optimal solution is Max Z=57, x; =5, x, =57, x3=0.

3.2.2 The Two Phase Method

[BNU. BE. Nov 98]

The two phase method is another method to solve a given problem in
which some artificial variables are involved. The solution is obtained in
two phases as follows : '.

Phase I : In this phase, the simplex method is applied to a specially
cpnstructed auxiliary linear programming problem leading to a final
simplex table containing a basic feasible solution to the original problem.

Step 1 : Assign a cost —1 to each artificial variable and a cost 0 to all
other variables (in place of their original cost) in the objective function.

Thus the new objective function is Z* = -R;-Ry;—R3 —... R,

where R,’s are the artificial variables.

|
i
a
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"“Step 2 : Construct the auxiliary LPP in which the new objectiy
function Z* is to be maximized subject to the given set of constraints,

Step 3 : Solve the auxiliary LPP by simplex method until either of the
following three possibilities arise.

(i) Max Z* <0 and atleast one artificial variable appears in the
optimum basis at a non—zero level. In this case the given Lpp
does not possess any feasible solution, stop the procedure.

(i) Max Z* = 0 and atleast one artificial variable appears in the
optimum basis at zero level. In this case proceed to phase — II.

(i) Max Z* = 0 and no artificial variable appears in the optimum
" basis. In this case proceed to phase —II.

Phase II : Use the optimum basic feasible solution of Phase — I as a
starting solution for the original LPP. Assign the actual costs to the
variables in the objective function and a 0 cost to every artificial variable
that appears in the basis at the zero level. Use simplex method to the
modified simplex table obtained at the end of Phase — I, till an optimum
basic feasible solution (if any) is obtained.

Note I : In Phase — |, the iterations are stopped as soon as the value of
the new objective function becomes zero because this is its maximum
value. There is no need to continue till the optimality is reached if this
value becomes zero earlier than that.

Note 2 : The new objective function is always of maximization type

regardless of whether the original problem is of maximization or
minimization type.

Note 3 : Before starting phase — 11, remove all artificial variables from
the table which were non-basic at the end of phase — 1.

Example I : Use Two—phase simplex method to solve

MaximizeZ = Sx; + 8x,
subject to the constraints
3x;+2¢, 2 3
x;+4x, = 4
X;+tx, < 5§
Xy Xy 2 _0.

.So!ution: By introducing the non-negative slack, surplus and artificial
variables, the standard form of the LPP becomes

Max Z = 5x) + 8x, +031+052+053

Scanned by-C—aniScahner



344 - Resource Management Techniques

subject to 3x; +2xy -5 + 05y + 053+ Ry =
xl + 4X2 i Ofl - 52 ag OS} + I{Z
.\'I + .1'2 + OSI o 0.’1’2 s .':'3

oo
S v AW

v

and xy, X3, §1, 52, 53, Ri, Ry
(Here : 5|, 55 — surplus, §3 - slack, Ry, Ry - artificials)
The initial basic feasible solution is given by
R;=3, Ry=4,53=5 (basic) (x; =x, =8 =8, = 0, non-basic)
Phase-I : Assigning a cost —I to the artificial variables and costs 0 to
all other variables, the objective function of the auxiliary LPP becomes
MaxZ* = -Rj-R,
subject to the given constraints.
The iterative simplex tables for the auxiliary LPP are :

Initial iteration :

G (o 0 o o o0 -1 -D
CB YB XB X1 'xz Sl .5'2 S3 Rl R2 (5]
-1 R 3 3 2 STCER EEERN (R | 0 %
-1 R, | 4 1 4) 0o -1 0 0 1 %
0 53 5.0 1 1 0o 0.1 0 0 %
*
Zj :ij -7 —4 -6 1 1 0 0 0

Since there are some (Zj' - Cj) < 0, the current basic feasible solution

is not optimal.

First iteration : Introduce x, and drop R,.
C. (o o0 0 0 0 -1 -l

J

Cg Yg | Xg | x1 x s 5 s3 R Ryl o
-1 R 1 5 0 - 1 -1 2
B 1 L] 0 i 3 £
(2) 2 b33
0 x, 1 :11. 1 0 ;41_ 0 0 7:' 1

0 s 4 3 ] .
3 = 0 0 1 1 0 1 16
s 4 I

*
Zy-Cy| - :22 0 1 “2_' 0 0 %

‘ Since there are some (ZJ-' - Cj) < 0, the current basic feasible solution
1s not optimal.
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Second iteration : Introduce x| and drop R;.

Cj (0 0 0 0 0 ~1 -1)
.CB Yo | Xg [ %1 @ 1 % 5 Ry “ﬁl}}j
0 x %‘ ! 0 % % 0 % %
0 x, | b inp 2 0 7 =
0 53 %% 0 0 '1% Tla I f% f(‘l,
z.“...c. 0 0 0 0 0 0 I. I

Since all (Z -C ) > 0, the current basic feasible solution is optimum,

Furthermore, no amﬁcml variable appears in the optimum basis so we
proceed to phase —II. -

Phase—1II:
Here, we consider the actual costs associated with the original

variables. The new objective function then becomes
MaxZ = 5x;+8x,+ 0s) +0s, + 055
The initial basic feasible solution for this phase is the one obtained at
the end of Phase — 1.
The iterative simplex tables for this phase are :

Initial iteration :

G 8 0 0 0
Cg Yp | Xg | % x s Sy 5 0
N S I 5 (%) 0o | 2
B *2 -l% 0 | -l% :l% 0 -
' &, | o o 15 L
(2, -C) 55£ 0 0 :Sé %Z' 0

_ Since there are some (Z; — C)) < 0, the current basic feasible solution
1 not optimal.
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First iteration : Introduce s, and drop x|

C (s 8 0 0 . 0)
Cg Yp Xg | X Xy S ) 53 0
0 s 2 s 0 -2 l 0 -
8§ xy % %— | :2'1' 0 0 -
0 55 % "2—1 0 (%) 0 1 7
Z-C) | 12 |7 o 4 0 0

Since there are some (Z; - - C;) <0, current ba51c feasible solution is

not optimal.
Second iteration : Introduce s, and drop s3

G (5 8 o 0o 0

Cg Yg | Xg | x X 5 S 53

0 s 16 3 0 0 1 4
8 xy 5 1 -1 0 0 1
0 s 7 [Y-ff 7 0 1 0 2

(Z,-Cp | 40 3 0 0 0 8

Since all (Z;— C}) 2 0, the current basic feasible solution is optimal.

.. The optimal solution is Max z =40, x; =0, x, = 5.

Example 2|: Solve by two phase simplex method

Maximize Xo = —dx;- 3x5 — 9x;3

Subject to
2x1+4x2+6x3-'5'1+R1 = 15
6X1+X2+6x3—32+R2 = 12

X1 X0 X3 51,5y Ry Ry 2 0. [MU. BE. Nov 92]

Solution : The initial basic feasible solution is given by
R) =15, R, = 12, (basic) (x, =Xy =Xx3 =5| =5, =0, non-basic)

Phase-I : Assigning a cost -1 to the artificial variables and costs 0 to
all other variables, the objective function of the auxiliary LPP becomes

MaxZ* = _ R, - |
The iterative simplex tables for the aux1llary LPP are :
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'hz itial iteration :

Cj (0 0 0 0o 0 -l -1)
L % R
Cp Yg | Xs | ©1 %2 % 51 % Ri Ry | o
1 Ry 15 2 4 6 -1 0 1 0 léfz
-1 Ry | 12 6 1 @ o -1 o 1 | 2
= _\x\
ZJ —CJ 27 5, | -5 -12 | 1 0 0

» . :
Since there are some (Z;” — C)) <0, the current basic feasible solutiq,

is not optimal.

First iteration : Introduce x5 and drop R,.

CG (o o o 0 0 -1 -

Cg Y| Xg | 1 X ¥ St % Ry Ry o
3
-1 4Ry 3 4 @3 0o -1 1 1 -1 | 3
. 1 ) 1
X3 2 1 3 1 0 6 0 6 12
*
Z'-C | -3 4 3 0 1 -1 0 2

Since there are some (Zj* ~ C)) <0, the current basic feasible solution

is not optimal.

Second iteration : Introduce x, and drop R;.

C (o o 0 07 & QO TR
Cg Yp | Xg | » % .x s 5 R R
0 x ) af Sl = OQregaligeds - L =
3 ' 3 3 3 3
0x3 | LL |2 o , 1L =4 - 4
6 | 18 1§ 18 18 18

*

Zy-C; 0o | 0 0o 0o 0 o0 ! 1

Since all (Z —C)) 20, the current basic feasible solution is optimal

Further, no artificial variable appears in the basis, so We proceed 0
phase — II. ,
Phase —II :

Here, we consider the actual costs associated with the O

variables. The new objective function then becomes
Ma.x XO = —4x1— 3x2 = 9x3 + Osl + 052

gmal
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The initial basic feasible solution for this phase is the one obtained at

the end of Phase — I.
The iterative simplex tables for this phase are :

Initial iteration :

C, (4 -3 -9 0 O
Cg Yg | Xp ﬂ..\‘l X _x3 A S] y) 0
3wy |1 |3 00 0 F 3 |-
9 x 11 {22 L L g -
3 |.% |((18) O 1 18 18 | 2
GG |25 0 0 7 1

Since there are some (X — Cj) <0, the current basic feasible solution

is not optimal.
First iteration : Introduce x; and drop x3

CJ,- (_4‘ = -9 0 0)
CBf Yg Xg | i *x *3 51 5o
-3 x 3 0o 1 -{% -}% | 'l'lf
-4 x % 10 % 515 %
Xog-Cp| 15| 0 0 % '121' 1—51-

Since all (X, — Cj) > 0, the current basic feasible solution is optimal.

. The optimal solution is Max X = —15,.x1 =%, Xy =3, X37 0

Example 3|: Use two—phase method to

—_— _ 1
Mamm:zez = le+x2+4x3

subject to constraints

' 4x;+6x,+3x3 < 8

| 3x;—6x;—-4x3 < 1
| 2%, +3xy-5x; 2 4 , .
Xy Xp X3 2 0. [MKU.B.Sc.1988]

Solution : By introducing slack, surplus and artificial variables, the
standard form of the LPP becomes |
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s i e ——

Max Z = 2%t tgx
subject to 4y + 6xy 3xq byt O + 04 8
| 3y — 6xy vyt 0s) + 57 084 |
2% +3xy - Sxqt 08yt 08y — 83 1 Ry 4
and x|, X9, X3, 51y 52 53 Ry =2 0

' — artificial
(Here : 81,8 — slack, $4 -~ surplus, R wtificial)

The initial basic feasible solution is given b_}’ =D bagic
sy =8, sp= 1, Ry =4 (basic) (¥ =12 =¥ 773 = non-basic)

Phase — 1 : The objective function of the auxiliary LPP is
Max m"m = —Rl

The iterative simplex tables for the auxiliary LPP are :

Initial iteration :

Cj (0 0 0 0 0 0 -1) -
Cg Yg | Xg | X X, x S S 53 R 0

0 s 8 4 (6) 3 1 0 0 0 %

0 s, 1 3 -6 -4 0 1 0 0 =
IR |4 | 2 3 s 0 0 - 1| 3
Z'-Ci | 4 | 2 3 5 0 0 1 0

Since there are some (Zj"' —C)) <0, the current basic feasible solution

is not optimal. i \
First iteration : Introduce x,-and drop s,.
Cj (L;Q ( 0 0 0 0 0o -l
Ce Ys [ Xg | m1 'xy x5 8 55 R
0x |3 |3 0 1 L o0 0 o
05 | o9 7 0 -1 1 1 0 0
-] R, 0 0 0 -——%;- % 0o -l ;
A R R R I

Since all (Zj* - C)) 2 0, the current basic feasible solution is optimal
for the auxiliary LPP.

But at the same time the artificial variable R, appears in the optimur™®

basis-at the zero level. This optimal solution may or may not be optimal t0
the given (original) LPP. So we proceed to phase — II.
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Phase-11 : Here, we consider the actual costs associated with the
original variables and assign a cost 0 to the artificial variable Ry, which
appeared at zero level in phase — 1, in the objective function. The new
objective function then becomes

Max Z = 2%, + Xy + 5 xq + 05) + 05, + Osy

The initial basic feasible solution for this phase is the one obtained at
the end of Phase - 1.

The iterative simplex tables for this phase are :

Initial iteration :

|
G < 1 3 o 0o 0 0
i CB \,B XB \l X9 X3 .S'] hp) §3 R] 8]
1 x & 2 1 1 4
"2 3 3 2 6 0 0 0 2
9
0 s o | m o -1 1 1 0 0 | 3
“ -13 -l
0 R ¢ | o o- -F -0 —21- 1] -
4 | = i 1
Z-% |3 |3 0o g § 0o 0 0

Since there are some (Z; — Cj) < 0, the current basic feasible solution

is not optimal.
First iteration : Introduce x; and drop s,

1
G @2 1 3 0 0 0 0)
CB YB XB xl X2 X3 Sl -5'2 S3 Rl
2 21 0 1 42 14 21 0 0
9 -1 ] 1
2 x 1 0o T 07 3 0 0
-13 -l
0 R 0 0 0 B T 0 - 1
64 5 5 4
Z; -C) | 7 0 0 33 14 21 0 0

Since all (Z;-C)) 20, the current basic feasible solution is optimal.

. - . 64 _9 _10
~. The optimal solution is Max Z=57, x| =7, % =357, x3=0.

Example 4|: Use two phase simplex method to

Maximize Z = 5x;+3x,
subject to 2x;+x, < 1
Xptdx, = 6
X Xy 2 0.
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g slack, surplus and artificial variables, the

Solution : By introducit
fthe LPP becomes
standard form ot th Sl Seipiiin,

2, +x; +5) + 08

subject to
Xy # dxy + 08 =5+ R, = 6
. and xp, Xy 8,9 Ry 2 0.
(Here : s - slack, s, —surplus , Ry = artificial)
solution is given by s; =1, R = 6 (basi)

The initial basic feasible
(x; =X, =5, =0, non-basic)

Phase — I : The objective function of the auxiliary LPP is
Max Z* = -R;

The iterative simplex tables for the auxiliary LPP are :

Initial iteration :
C (0 0 0 -.0 ' =iy
Cg Yg | X | ¥ X s1 S Ry
0 s 1 2 .. 1.0 0 1
-1 Ry | ¢ 1 4 0 -1 1 %
Z'-Cl % | a4 4 o 1 o0 |

Since there are some (Zj* —C) <0, the current basic feasible solution

is not optimal.
First iteration : Introduce x, and drop s;.

G w0 o 0 0 -1
Cp Yg | Xg | x Xy 51 S5 Ry
0 x, l 2 I 1 0 0
B Rirlsiozes| i 0. o) 45 w1 N1
-G - 7 0 $istendnnife)

_ - =y
Since all (Z;" - C) 2 0, the current basic feasible solution is optimal (0
the auxiliary LPP
But since, Max Z* < 0 and one artificial variable R, appears in the

opltlmum basis at non—zero level, the given (original) LPP has no feasible
solution.

anssassse. . )
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Example 5|: Using simplex algorithm.
Minimize —2x; — X, subject to the constraints

xXptx, 202

xptx, < 4

Xy Xy 2 0. [MU. BE. Oct 95]
Solution : LetZ = -2x; —-x;
“MinZ = =2x;-x
subject to Xytxy, 2 2
xytx, < 4
x,x, 2 0.
Thatis Max Z * = 2x| + x,
subject to xptxy, 2 2
xg+txy, < 4
| x,x 2 0.

By introducing slack, surplus and artificial variables, the standard
form of the LPP becomes :

. , MaxZ* = 2x;+x,
subject to X +x, -5 +0s,+R; = 2 '
X +xy+0s +5, = 4

X1, %5, 85,5, R 2 0
(Here : 5, - surplus, s, —slack , R; — artificial)
The initial basic feasible solution is given by R, = 2 s2 4 (basxc)
(x; =x, =5, = 0, non-basic) ,
Phase — I : The objective function of the aux111ary LPP 18
Max Z* =" -R;

The iterative simplex tables for the auxiliary LPP are :
Initial iteration :

C, (0 o 0 0 -
Cg Yg | Xg | x X, 55 Ry 0
-1 Ry | 2 (1) l -1 0 2
i
0 s, a ! I \J TR P Y |
et 135 1
(Z"""C) -2 -1 -1 | 0 0

Since there are some (Z

- C;) <0, the current basic feasibl i
: e
is not optimal, ' ol
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First iteration : Introduce x| and drop R;.

Cj (0 0 0 0 -

Cp Yp | Xp | @ % 5 % Ry
0 .\'l 2 | | ~| 0 |
0 s 2 0 0 ] | -1
o 0 0 0 0 |

i (Zl CJ) | 0 —

Since all (zj‘ = Cj) > 0, and no artificial variable appears in tp,
optimum  basis, the current basic feasible solution is optimal to the

auxiliary LPP and we proceed to Phase — II.
Phase — II : Here, we consider the actual costs associated with the
original variables. The new objective function then becomes
Max Z* = 2x;+x,+ 05, +0s;
The initial basic feasible solution for this phase is the one obtained at
the end of phase — I. The iterative simplex tables for this phase are :

Initial iteration :

G (@ 1 0 0
C Yg [ Xg | 1 x» 51 5| o
2 x 2 1 1 -1 0 -
0 s, 2 0 0. M 1 %
Z-C)| 4 0 1 2 0

Since there are some (Zj' — C;) <0, the current basic feasible solution
is not optimal,
First iteration : Introduce s 1 and drop s,.

Cj (2 1 0 0)
CB YB XB X Xy 5 )
2 x 4 [ 1 0 1
| Yy -] 2 0 0 L
Z-C)| s | o | 0 2

Since all (Z,* - 7 2 0, the current basic feasible solution is optimal-
- The optimal solution is max Z * = g, x=4, x,=0
But MinZ = _ Max (~Z) = —Max Z* = -8
S MinZ = _g X1=4, x,=0.

A
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Disadvantage of Big-M method over Two — phase method :

Even though Big—-M method can always be used to check the existence
of a feasible solution, it may be computationally inconvenient especially
when a digital computer is used because of the manipulation of the
constant M. On the other hand, Two-phase method climinates the constant
M from calculations.

EXERCISE
1. Explain briefly the term “Artificial” variables.

[MU. BE. 79, MU. MBA. Nov 96, Apr 97]
2. Explain the use of artificial variables in LPP.

3. Describe briefly the Big—M method of solving a LPP with
artificial variables. [IMU. MCA. Nov 98]

4. . Describe briefly the Two—phase method of solving a LPP with
artificial varibles. B
5. Explain the disadvantage of Big-M method over Two —phase
method.
6. Using simplex method, solve :
Maximize Z

5x; —2x5 +3x3

subject to 2x; +2x—x3 2 2
3x;—4x, < 3

Xy +3x3 < 5

Xy X9y X3 2 0.

[MU. BE. Nov 89, Apr 94, Apr 95]
. 1. Solve by simplex method,

Max Z = x;+2x;+3x3-X,
subject to Xy +2x,+3x3 = 15
2x;+xy;+5x3 = 20
= 10

Xy + 2x9 X3 Xy
X1y X2 X3 Xy 2 0.
[MU. BE. Apr 91, Annamalai M.Sc.82]
8. Solve the following LPP

Min Z = 12x;+20x,
subject to 6xl + sz > 100
Tx; +12x, 2 120
X, X, 2 0. [BRU. B.Sc 90)
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