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Linear Programming

Linear programming (LP) is one of the simplest ways to perform optimization. It helps you solve some very complex optimization problems by making a few simplifying assumptions. As an analyst, you are bound to come across applications and problems to be solved by Linear Programming.

Graphical Method

Graphical method of linear programming is used to solve problems by finding the highest or lowest point of intersection between the objective function line and the feasible region on a graph.

This process can be broken down into 7 simple steps explained below.

Steps
Step 1 Define constraints

Step2  Define the objective function 

The objective of solving a problem is expressed in the form of a mathematical equation.
Step3 plot the constraints on a graph paper
Constraint inequalities, as defined in Step 1, should be plotted on a graph.
Step4 Highlight the feasible region on the graph
Once you have plotted the constraint inequalities on the graph, you need to shade the area of the graph which is outside the constraint limits, i.e. which is not feasible.
Step5 plot the objective function on the graph
Objective Function line may be drawn on the graph in the same way as the constraint lines except that you may choose to differentiate it from constraint lines, e.g. by drawing a dotted line instead of the usual line.
Step6 find the optimum
Optimum point of a linear programming problem always lies on one of the corner points of the graph's feasible region.
Step7 find the coordinates of the optimum point
In the above example, the co-ordinates of the optimum point can be identified easily because the point lies on the X-Axis.

If the optimum point of a linear programming problem does not lie on either x or y axis, you can find its co-ordinates by drawing vertical and horizontal lines from the optimum point towards the two axis.

Transportation problems

The transportation problem is a distribution-type problem, the main goal of which is to decide how to transfer goods from various sending locations (also known as origins) to various receiving locations (also known as destinations) with minimal costs or maximum profit. As long as the number of origins and destinations is low, this is a relatively easy decision. But as the numbers grow, this becomes a complicated linear programming problem. 
Transportation problems can be classified into different groups based on their main objective and origin supply versus destination demand. Transportation problems whose main objective is to minimize the cost of shipping goods are called minimizing. An alternative objective is to maximize the profit of shipping goods, in which case the problems are called maximizing.
Initial basic fesible solution

The solution of Minimization in operations research (also known as optimization) for our advantage in any scenario let it be transportation, resources, cost. This involves Initial solution to the given balanced Transportation Problems or Resource Allocation or Cost Allocation problem. This is known as Initial Basic Feasible Solution (IBFS). It is required to derive an initial feasible solution; the only requirement is that the destination needs be met within the constraints of source supply.

 Different methods to find Initial Basic Feasible Solution IBFS

1. North-West Corner Rule (NWCR)

2. South-East Corner Rule (SECR)
3. Row Minima Method (RMM)

4. Column Minima Method (CMM)

5. Matrix Minima Method (MMM) or Least cost Method (LCM) or Inspection Method.

6. Vogel’s Approximation Method (VAM) or Vogel’s Method of Penalty

North West Corner Rule - Transportation Problem

Algorithm

Step 1. Select the North-West (upper left-hand) corner cell of the transportation table and allocate units according to the supply and demand.

Step 2. If the demand for the first cell is satisfied, then move horizontally to the next cell in the second column.

Step 3. If the supply for the first row is exhausted, then move down to the first cell in the second row.

Step 4. Continue the process until all supply and demand values are exhausted.

The Amulya Milk Company has three plants located throughout a state with production capacity 50, 75 and 25 gallons. Each day the firm must furnish its four retail shops R1, R2, R3, & R4 with at least 20, 20 , 50, and 60 gallons respectively. The transportation costs (in Rs.) are given below.

Problem

The Amulya Milk Company has three plants located throughout a state with production capacity 50, 75 and 25 gallons. Each day the firm must furnish its four retail shops R1, R2, R3, & R4 with at least 20, 20 , 50, and 60 gallons respectively. The transportation costs (in Rs.) are given below.

	Plant
	Retail Shop
	Supply

	
	R1
	R2
	R3
	R4
	

	P1
	3
	5
	7
	6
	50

	P2
	2
	5
	8
	2
	75

	P3
	3
	6
	9
	2
	25

	Demand
	20
	20
	50
	60
	 


The economic problem is to distribute the available product to different retail shops in such a way so that the total transportation cost is minimum

Solution.

Starting from the North west corner, we allocate min (50, 20) to P1R1, i.e., 20 units to cell P1R1. The demand for the first column is satisfied. The allocation is shown in the following table.

Table 1

	Plant
	Retail Shop
	Supply

	
	R1
	R2
	R3
	R4
	

	P1
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	5
	7
	6
	50  30

	P2
	2
	5
	8
	2
	75

	P3
	3
	6
	9
	2
	25

	Demand
	20
	20
	50
	60
	 


Now we move horizontally to the second column in the first row and allocate 20 units to cell P1R2. The demand for the second column is also satisfied.

Table 2

	Plant
	Retail Shop
	Supply

	
	R1
	R2
	R3
	R4
	

	P1
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	7
	6
	50  30 10

	P2
	2
	5
	8
	2
	75

	P3
	3
	6
	9
	2
	25

	Demand
	20
	20
	50
	60
	 


Proceeding in this way, we observe that P1R3 = 10, P2R3 = 40, P2R4 = 35, P3R4 = 25. The resulting feasible solution is shown in the following table.

Final Table

	Plant
	Retail Shop
	Supply

	
	R1
	R2
	R3
	R4
	

	P1
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	6
	50

	P2
	2
	5
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	75

	P3
	3
	6
	9
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	25

	Demand
	20
	20
	50
	60
	 


Here, number of retail shops(n) = 4, and
Number of plants (m) = 3

Number of basic variables = m + n – 1 = 3 + 4 – 1 = 6.

Initial basic feasible solution

The total transportation cost is calculated by multiplying each xij in an occupied cell with the corresponding cij and adding as follows:

20 X 3 + 20 X 5 + 10 X 7 + 40 X 8 + 35 X 2 + 25 X 2 = 670

2. Least Cost Method (LCM)
Algorithm
Step 1. First examine the cost matrix and choose the cell with minimum cost and then allocate there as much as possible. If such a cell is not unique, select arbitrary any one of these cells.

Step 2. Cross out the satisfied row or a column. If either a column or a row is satisfied

Step 3.Write the reduced transportation table and repeat the process from step 1 to step 2, until one row or one column is left out.


Modi method

This method always gives the total minimum transportation cost to transport the goods from sources to  simultaneously, only one may be crossed out. the destinations.

Assignment problems

An assignment problem is a particular case of transportation problem where the objective is to assign a number of resources to an equal number of activities so as to minimise total cost or maximize total profit of allocation.

The problem of assignment arises because available resources such as men, machines etc. have varying degrees of efficiency for performing different activities, therefore, cost, profit or loss of performing the different activities is different.

1. In a computer centre after studying carefully the three expert programmes, the head of computer centre, estimates the computer time in minutes required by the experts for the application programmes as follows:


Assign the programmers to the programmes in such a way that the total computer time is minimum.

Solution:
The Hungarian method is used to obtain an optimal solution.

Step (1) & (2):
The minimum time element in row 1, 2 and 3 is 80, 80 and 110. resp. Subtract these elements from all elements in this respective row.

The reduced time matrix is shown in following table (1) Table 1:


In reduced Table (1) the minimum time element in columns A, B, and C is 0,10 and 0 resp, subtract these elements from all elements in this resp. column to get the reduced time matrix as shown in Table 2.



Step 3 (a):
Examine all the rows starting from first one- until a row containing only single zero element is located, Here, rows 1 and 3 have only one zero in the cells (1, C) and (3,A) resp, we assigned these zeros. All zeros in the assigned column are crossed off as shown in table 3.



(b) We now examine each column starting from A in table 3, There is one zero in column B in the cell (2, B). Assign this cell as shown in table 4.



(c) Since the no of Assignments (= 3) equal the no of rows (= 3), the optimal solution is obtained.

The pattern of assignment among programmers and programmes with their respective line (in minutes) is given below.



                                                                      Unit-5
Interpolation
Interpolation is the process of finding a value between two points on a line or curve. To help us remember what it means, we should think of the first part of the word, 'inter,' as meaning 'enter,' which reminds us to look 'inside' the data we originally had. This tool, interpolation, is not only useful in statistics, but is also useful in science, business or any time there is a need to predict values that fall within two existing data points.

Extrapolation

Extrapolation is defined as an estimation of a value based on extending the known series or factors beyond the area that is certainly known. In other words, extrapolation is a method in which the data values are considered as points such as x1, x2, …..,xn. It commonly exists in statistical data very often, if that data is sampled periodically and it approximates the next data point. One such example is when you are driving, you usually extrapolate about the road conditions beyond your sight.

 Methods of Interpolation

There are different types of interpolation methods. They are:

Linear Interpolation Method – This method applies a distinct linear polynomial between each pair of data points for curves, or within the sets of three points for surfaces.

Nearest Neighbour Method – This method inserts the value of an interpolated point to the value of the most adjacent data point. Therefore, this method does not produce any new data points.

Cubic Spline Interpolation Method – This method fits a different cubic polynomial between each pair of data points for curves, or between sets of three points for surfaces.

Shape-Preservation Method – This method is also known as Piecewise cubic Hermite interpolation (PCHIP). It preserves the monotonicity and the shape of the data. It is for curves only.

Thin-plate Spline Method – This method consists of smooth surfaces that also extrapolate well. It is only for surfaces only

Biharmonic Interpolation Method – This method is applied to the surfaces only.

 Binomial expansion method

Binomial Theorem – As the power increases the expansion becomes lengthy and tedious to calculate. A binomial expression that has been raised to a very large power can be easily calculated with the help of Binomial Theorem. 
The Binomial Theorem is the method of expanding an expression which has been raised to any finite power. A binomial Theorem is a powerful tool of expansion, which has application in Algebra, probability, etc.

Binomial Expression: A binomial expression is an algebraic expression which contains two dissimilar terms. Ex: a + b, a3 + b3, etc.

Binomial Theorem: Let n ∈N,x,y,∈ R then

nΣr=0 nCr xn – r · yr + nCr xn – r · yr + …………. +  nCn-1 x · yn – 1 + nCn · yn
i.e.(x + y)n = nΣr=0 nCr xn – r · yr where,

problem : (√2 + 1)5 + (√2 − 1)5
Sol:
We have

(x + y)5 + (x – y)5 = 2[5C0  x5 + 5C2  x3 y2  +  5C4 xy4]

= 2(x5 + 10 x3 y2 + 5xy4)

Now (√2 + 1)5 + (√2 − 1)5 = 2[(√2)5 + 10(√2)3(1)2 + 5(√2)(1)4]

=58√2
Newtons Method

In numerical analysis, Newton's method, also known as the Newton–Raphson method, named after Isaac Newton and Joseph Raphson, is a root-finding algorithm which produces successively better approximations to the roots (or zeroes) of a real-valued function. The most basic version starts with a single-variable function f defined for a real variable x, the function's derivative f ′, and an initial guess x0 for a root of f. 
Solution.

We apply Newton’s method to the function f(x)=x3−2 assuming x≥0 and perform several successive iterations using the formula

xn+1=xn−f(xn)f′(xn).
Let x0=1. This yields the following results:

x1=x0−f(x0)f′(x0)=1−13−23⋅12=1.3333333
x2=x1−f(x1)f′(x1)=1.3333333−1.33333333−23⋅1.33333332=1.2638889
Similarly, we get

x3=1.2599335
x4=1.2599211
x5=1.2599211
We see that the 4th iteration gives the approximation to 6 decimal places, so the answer is x4=1.259921
lagrange’s method

Find the maximum and minimum values of f(x,y)=81x2+y2f(x,y)=81x2+y2 subject to the constraint 4x2+y2=9
Before proceeding with the problem let’s note because our constraint is the sum of two terms that are squared (and hence positive) the largest possible range of xx is −32≤x≤32−32≤x≤32 (the largest values would occur if y=0y=0). Likewise, the largest possible range of yy is −3≤y≤3−3≤y≤3 (with the largest values occurring if x=0x=0).

The first actual step in the solution process is then to write down the system of equations we’ll need to solve for this problem.

162x=8xλ2y=2yλ4x2+y2=9162x=8xλ2y=2yλ4x2+y2=9
In this case, simply because the numbers are a little smaller, let’s start with the second equation. A little rewrite of the equation gives us the following,

2yλ−2y=2y(λ−1)=0→y=0orλ=12yλ−2y=2y(λ−1)=0→y=0orλ=1
Be careful here to not just divide both sides by yy to “simplify” the equation. Remember that you can’t divide by anything unless you know for a fact that it won’t ever be zero. In this case we can see that yy clearly can be zero and if you divide it out to start the solution process you will miss that solution. This is often one of the biggest mistakes that students make when working these kinds of problems.


We now have two possibilities from Step 2. Either y=0y=0 or λ=1λ=1. We’ll need to go through both of these possibilities and see what we get.

Let’s start by assuming that y=0y=0. In this case we can go directly to the constraint to get,

4x2=9→x=±324x2=9→x=±32

Next, let’s assume that λ=1λ=1. In this case, we can plug this into the first equation to get,

162x=8x→,154x=0→x=0162x=8x→,154x=0→x=0
So, under this assumption we must have x=0x=0. We can now plug this into the constraint to get,

y2=9→y=±3y2=9→y=±3
So, this part gives us two more points that are potential absolute extrema,

(0,−3)(0,3)(0,−3)(0,3)
In total, it looks like we have four points that can potentially be absolute extrema. So, to determine the absolute extrema all we need to do is evaluate the function at each of these points. Here are those function evaluations.

f(−32,0)=7294f(32,0)=7294f(0,−3)=9f(0,3)=9f(−32,0)=7294f(32,0)=7294f(0,−3)=9f(0,3)=9
The absolute maximum is then 7294=182.257294=182.25 which occurs at (−32,0)(−32,0) and (32,0)(32,0). The absolute minimum is 9 which occurs at (0,−3)(0,−3) and (0,3)(0,3). Do not get excited about the absolute extrema occurring at multiple points. That will happen on occasion with these problems.

parabolic curve

In mathematics, a parabola is a plane curve which is mirror-symmetrical and is approximately U-shaped. It fits several other superficially different mathematical descriptions, which can all be proved to define exactly the same curves.

Method Extrapolation 

Extrapolation is classified into three types, namely

· Linear extrapolation

· Conic extrapolation

· Polynomial Extrapolation.

Vital Statistics

Vital statistics is accumulated data gathered on live births, deaths, fetal deaths, marriages and divorces. The most common way of collecting information on these events is through civil registration, an administrative system used by governments to record vital events which occur in their populations. Efforts to improve the quality of vital statistics will therefore be closely related to the development of civil registration systems in countries.

Life Table
A life table is a table which shows, for a person at each age, what the probability is that they die before their next birthday. From this starting point, a number of statistics can be derived and thus also included in the table is:

· the probability of surviving any particular year of age

· the remaining life expectancy for people at different ages

· the proportion of the original birth cohort still alive.

Life tables are usually constructed separately for men and for women because of their substantially different mortality rates.

