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/
ce Mechanism 4

(en'upts. NO'IMaska bl

those for which the

rvi
Device Drivers and Interrupts Se

In
ot be masked and they ar¢ called nonm.asknble ;s 2
T ] ferri
s R umntemlpted. Aiﬁ’;at?lllei:':s maﬁ(ed.
;’;::ri::l:pnlay be temporarily interrupted to let other ISRs €xe .
nding Register

. t Pe
6.7.4 Interrupt Status Register Of Interrup!
/‘('-—_’—f
Canceps ptand to initiate steps

rru .
flag corresponding to
dentify the mterrupt

A few specific interrupts ©
are those for which the se

for the processor 10 inte

An identification of source of an interrupt is required, or the X s
for servicing of the interrupt. A processing syste dentify interrupt 0y
an interrupt source in a processor status register.
when that is set.

A bit in interrupt-pending register that corresponds t0 2
interrupt when the processor is not executing any other interru

m can 1 . .
A flag (bit) in stafus register can 1

n interrupt SOurce enables a processor 10
pt whose priority is higher than that.

Interrupt Vector

3 {An nterrupt vector is a memory address to which processor vectors transfers to I jon pointer
*/ (program counter) new address] on an infe en services the interrupt by executing ISR either

at that address and then the ISR instruction points to the new ISR address corresponding to the source

m(i) starting at that addess, (ii) at address poinT:e'fand generated by bytes at that address, or (ii1) starting
of interrupt or bits specified in the SWI instruction.

Ko wlieds x

Processor finds the ISR vector address
‘| from the four bytes atISR_VECTADDRn
| which computes from n

v
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 modles, (1) The heater 3
 gevenal text file or € files, () A text file
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s of application

7.22 Sourceé Files
| start. The code

Source files are progratl files for the
led, mudandmmmd A source
st function main

c
r di rectiv
Ing wi ll

lransmitting or recelving

Device conﬁguranon codes can be
spriallTHe

mw« ;gbsynem
hen needed dcsarcmtheﬁk
i cwardlrecuvc onsider ¢ another €xampie

it the protocols

nlable. For example, I

Lension

ole U

Me in an exany
define p1 51~

¢, those used for an initial & =
‘We con ABC Telecom

and mclnsum of configuratio’

les,

Feasibility of

context an the st
nesting one *

tart and retrieves them

on refu
irn within another
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Pongramsnng and Do vegn . ——

Pr
P ——
ng Con J " ) y
epts and Embeddad Programming in C. C++ and Java g

How does a macro dilfer from a function?
| The codes for
function, and on ren

siled only once. Processor has to save the context on calling that
ay returm nothng

ocessar reatores the context. F
(vouid declaration case) or return a Boolean value, an integer, or ¢
data. [Primitive means sumilar to iteger or character :n_r,_n::_ type 1
or structure]. For example, the enable PortA Intr ( ) and disable PortA Tr
calls. [The brackets for the function calls are no mal.)

3 The codes for Macro are compiled in gvery function wherever that macro name
before compilation, puts the codes at the places whereve Wi
a function, the processor does not save the conlext, and

Yen to newther re- a4 there s nO rEfUm in MAcro
L R ). Macros are used for short codes only. This is because,
~aiy jnstead of macro, the overheads (context saving and other a

additional Hme, Tarbesds THE time is the same order of
of shon codes within a functon. We use & function for codes when

or reference type of

1% sinular to an array
) are the function

15 used. Compiler
3 NACTO TUNS 10

Tis LR af higher
IS LA gine&.(—.!* 0 Ty
T T : e e el
od when the codes should be ¢ ompiled
on return

0 1 save the con

] . Bl r

art Tu yu % are to be s
S

e

ed 10 o number of \

TA TYPES, DATA STRUCTURES,
LOOPS AND POINTERS

an identifier, 1t will have the addrensies
s for data depends upon data type. For ex
: O e o ticks), then num Ticks will be atlocated
< ows followtr .‘}E‘g% char (B-bit) for characters, byt
; ; bt ,li!:uubsv. e (3200, long double (64
: o compilers do not take the ‘byte’ as 8 data-type definition e )
ﬂ%gsgnog—.ﬂ vanable as data lype Then tvpedef 15 nsed © cre
isgsﬁﬂgg NEEAA ng—i-ﬂ; 1nke 2 Hoolean varn yhle as daa byl
>'.«1§E¢-ﬂf§:§ For example, 8 16-bittumer can
.!s..l-ai.-i...:nlﬂui from 0 to 65535 only
used. 1t is made clear by the following example

The opede/ 1 also .
git_n%‘%s—-nﬁu.v: port data 1 “unsigred o

&B.in_-l.,_.i-.wlfgll_o?t-.
typedef unsigned character porthdata
)define Phyte portAdats OxFl

7.4.2 Use of Modifiers
A o modifie the actions of  data (P

W g
pyte . M
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execute in supervisory
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roll numb
roll numb
variable:

marks of student:

that jointly

Jement with in
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dded Programming i C. Cow and Jave

ming Concepts and Embé

Program
Mo Archeciure, Programing and Decgs r
_ _ S AWEILED 7.4.10 Circular Queue—
; il \ . o *y & . e e
viiting alle A circular queue is o specinl queve. A pointer on reaching o limat | e 32.91. 10 .? 4222.
buffer and & disploy builer are examples of circular quene Fiach character i o8
memory block with a circular quene with 1S WO pu

*Quan N PO
ﬂq_”ﬂun in FIFO mode. Figure 7.6 shows @
needed for nserions and deletions.

@, whan back Atlempls

, . , 10 exceed end, pack becomes equal lo stant
Start End

From U\x .
R

For Circular Queu

pointers 1o point its two elements at the front
rd always retrieves in FIFO mode from a queue .

Back

Fig. 7.6 Circular yueue at a memory block with two pointers 1o point its tWo elements at t
front ..w:a back. A pointer on reaching a limit of the block returns to the start of the | (S

ot increment beyond the memory bl

i b 4t i fix e

()

\

e quene ® fononty of element is hugh

Messages posted (inserted) from the jasks arrange—"

per prionty. JFigure 7.7 shows 2 priority queue

ALY

deleted) as

-_Bnaoém..nmmom.ﬁinn: rnu,_,.sas__?::z?
3 ﬂp1|1l1l
_/ i / L |
L \ A {114
‘ AR RERE

QBackPointer
inserted in order of priority from 1he start ponter - s

A (Lowest Pricrity)
| \Wailing Elements for / Unfilled addresseas
the read from bufier at bufter

Eng Pointer

\nt

e with elements arranged in priority order head and tail po

[ Pi ne
‘.-- vice-d iver functions. Insertions are from source-end god
¢ and destination are ¢ ected by a function pipe_connestt ]

|
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A s

Back at Task 1
Ei
Pipe  Front Pointer Pipe source) vo_ﬁ__,._w
| for dalging ams.. Pointar '
_ from Pipe ; _:«mﬂ”o into

Fig 78 M
2o
ry block used as data elements in a pl
pe

”.w%.j 3 Use of Data Structures:

Table and Hash Table

g 2= -

e Y (MAtX), s an
table AR A8 an k
fora ‘ The base pomnts to its ?ﬂ,avozn:_ data set in memory block. There i
and the other for a : element at the first colunn, first roy ok
n can be column Figure 7.9 shows o n, firt AL There are two
‘ retneved from addresses fy memory block with the pointers for
‘%qﬂ specifying column Mq 521 e.nua. column index and row index.
gg_gg be fi and row indices is used in an instruction. That
or a column or row and 1s from the base.

-
gag AMarmory Block mh_ﬂ,.a,-l..wa flase Pointer onwards
‘ _ Og_a —a.i ﬁo- flatal 1] —n_—._
g M ?.@IB inds: Registed)
\ Rows ” n.: alpmunt
| [y
- “ \§ Memary

B -

Ln

o

A hash table ) a set ¢

AR ”_sn:_w_.mu\ﬁw_w_nﬂ__._:ﬂgﬁﬂ with a memory block for key and value pairs. Jusi as an index
: nt, a hash key identifies a hash element. Tabl : 1 speci

key and succeeding columns values associated with the key leat mo__::: sl

Pro,
gramming Concepts and Embedded Programming in €, Ce+ and Jove

[ Name | Marks | (= A polnter &
LA Names / & —— Values amrp
= , ph == ) Bytes for an
i ! ¥ }-—7 of S Address that
~ s ays — / objects T e points 1o Value
I 5 - \ ar obyec!
JORREESS Memary lof a

(A pointer lor each name can be
at a register file or in memory) IS oy S
in hash t2ble

Fig. 7.10 Memory block with the pointers for a look-up table for hash keys

75 | USE OF LOOPS, INFINITE LOOPS AND CONDITIONS

A set of statements is repeated in a loop each time with chang=4 -4-= value, Generally, in case of an
array, the index changes and the same set s (0 be repeated for another element 01 b array, Then the
op is eonvenient (o use. A loop starts from an initial value of a variable or condition and excuuie> Uit
the limiting value ot condition is fulfilled. There can be certain parameter changing each time from 113

initial condition up to a limiting condition.

For example, consider the following, for (1 = 0; i<
which repeatedly execute* / ). The initial condition is assigned as (=
execute i is less or equal to 100. The set of statements in bracket executes fro
return to start | increments by I. The for statement lets the set of statements repeatedly execules 101

times with values of i=0, 1,+:::99; 100 and 101.

For another example, consider the following. j = 0; while
statements which repeatedly execute * 14+ ) - The ininal condition 1s assigned as i =0 and is s¢
before the while loop. The while loop executes tll i remains less or equal 10 100. The i+ increments
before the return and test for while condition takes place. The while statement I¢1s the set of statements
repeatedly executes with values of 1 =0, L.y 99, 100, 101.

E.aou&sou.ﬁ_baum true then while loop will execute infinitely until an interrupt SOUrEe causes

, For example, while (1) { (/" aset of statements which execute repeatedly execute
|  +/). The loop will execute infinitely because 1 always remains | (=true). Infinite loops are never
in usu %ﬂ%ﬁhg_w because the function or task will never cnd and never exit of
ﬁo%muo_umm after the loop. Infinite loop is a feature in embedded system programming’
wware in the telephone Thas 1o be always ina wa

iting loop that finds the ring on the line
by external input. An exit from the loop except for servicing the interrupt will

= 100; ivs)(/*2 set of statements
0 and last condiuon for loop to
m start to end and berween

(1 < = 100){/* asertol

1

i

8 a *C’ program design in which the program starts exccuting from the main ()
{ 1ls to the functions and calls on the interrupts in between. It has 1o return to the
main ( ) is in an infinite loop

rORLAIMm 1S NEVET in a halt state. Therefore, the
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b .-‘-'-.‘.
‘\G!‘-’!.ni Camipls and m__:—_:...:-..

een slate 04/ exit ().

1 the cholce [y menu 0 Ser
gen state 0/ */ : exit (x

Switeh (m) |
is menu | 5¢

Yo s s st
. mn Case 0 [/*Code, which axscutes whe
Casa | (/*Cods, which sxecutes whan the cholce

Sarwton
Ntion (w0 m
Case N« ) |/*Code, which sxecutes whan the cholce 18 manu N = | Screen state 0°/

|
)
& - p u A -.:
Nnetion (g, M) /* Coudes for Scrarn Stal
/% An ISR sands message m a8 par the chole
—_ vold poll.meant (/* Code for polling for ehol
J* An ISR sands massage m as per the cholce
Switeh (m)
Case 0 {/*Cade, which axecutes when the cholce i manu 0 5¢
Case | /*Code, which executes when the cholce 18 menu | Serean s

of L exit ().

-.--o.-ovtnnnntt-..cn-n-.v.-vo.-.»\

PR 1) CAR

.‘..-‘DII.I.—tD. CLLLL

the menu in scraen state ) */

— .

& selectad by the user from
cu [fom menu m for screen state ) */
selacted by the user from the menu in screen state ) */

rean state o/ exit (),
wate I/ axit (),

Case N - 1 [/*Code, which executes when the choice Is meny N - | Strean stale 1/ +/ L exit L)

)
'.‘.'ll"...'\

-\o.tlb.c.cnt-s:-;--::e-:.‘.icinontnﬂqnnn:.-c
. /* Codes for Screen state ) + Vo 2, K- 3%/
«-,E poll.menuk I/* Code far polling for choice from menu m for scremn state K/

» wessf -

voud main (void)’ Number of functions

s
when ealling a function in ?cc:_:w
i)

tared. Two variables for

AN

on must be dec
M char *port hdata; hoole
sent at port and rescts wlien not present]

functian (o return the flag, if there

R, which gets the input character at the

M1 Jﬂwﬂq: function 12, the values are copied from
n the f1 passe the values, (2 executes in a way that 1t

at f2. A function that has already passed the

LM
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Concepts ond Embedded P

nethod overloading. The operalorns

Programming

ggnl?—i

| ek can Be aded Mike T
| ] rators in CA+ can be overloaded ‘ax? aneralor is used for post-y
: Program an e‘rm”lﬂ. _-’. SoRAMING E«mﬁ;o&& {0 perform a set of OPeralons. {Usually the *++" operator s used for posi-ines
od Program = language offers many advantages. An Objecied- and pre-inerement and the *1' operator s used for a not cc.w_._:c: , P e

e 4+ L ) Lif (ListNow

. _4,_.\ HRE Provides fur the followings:

W OBIECH e set of objects, which J - const Orderedlist & Operator
any ‘.l. y ATE Common oy stinilar abjects within o programm and Listiow = Listhow -> phexts
e methods: thay man; s Listboy =
L of maliple insuance E.?Eswuozs. SOt g their definivions, Asturn 'tnisil \ () const Axets
L OF setof abjects or new ohjects, : poalean int Ordere e s -

Caf‘—r&caﬁ noL support operalor overloading, except for the *=" operator f..fcvnof:%:::.
well string concatenation.

+ class has object feaw
There is siruct that binds all the me: ¥+ clas y

mber functions together in €. Buta L

,B.'rg 1S state and behavion, 1t can be extended and child classes can be derived from it A number of child classes can be dex __
3 ,, ) from a common class, This feature is called polymorphism. A class can be declared as public o1 puy
hulate the stare of the abject), The data and methods access is restricted when a class is declared private Struct does not have i

COBOL, Pascal and C, are large programs that features.

)

teme H?!‘b language \ike Smalltalk, ;
! . Bl_n!. .Euaésn?!?a&s;:_a |

The program codes become \engihy, particularly when certaw features of the standard C+ = ame
mples of these features are as follows:

' application program. Each
data 3t these ieldh. Each grous car e

Each e&oﬂ. s ’nﬂ-ﬂ.sa_. Each (8) Template
g_. : ,ﬂﬂﬁaﬂfpﬁnaa-aop of (5) Multiple Inheritance (Deriving a class from many parents)
104 common behavior. A class o () Exceptional hand\ing
; (d) Virtual base classes

(&) Qﬁucnan VO Streams [Two Worary functions are cin (for character () n) and cout (for chara
(8) oun)}. The 1O stream class \ibrary provides for the input and output streams of charas
\byies). I\ supports pipes, sockets and file-management features. v

due 10 the ALS TC-UsaDV
iy and R \ AABITY With the

, f operators. Embedded L - -

plét b .mmm@w,%.n.w Object-Onen:
state and bevayior and which

\ Wnﬁ nemory needs and mn-ti,
CRN oo Fx i

r+ PROGRAMS TO ELIMINATE THE

,,‘“.,.w58¢~52w04<?n?ﬂof?ﬂ.
: %.rgo.m AN oplmsing the generated codes,
_ 0 place of the objeets (reference dawa types) @
sible.

Ahe teference 10 an object to WL

Scanned with CamScanner



leatul

f th

nrovided

bove

Scanned with CamScanner




nlys 3 PR, Py
| .r‘,",,L,,l‘_!_‘u!h;;r‘,j‘{_-'r‘ 519/

ol ._,:L - '. 1 with classes. Awﬁcﬂim program

“{"f,r.' “';; 1 . LAl

hat mak u,-w-,: amiopnwmquwk
me the need for an operating system

on ﬂn installed JVM (Java Virtual Machine) on

s in the input and runs on the given platform

: stems is stored at the ROM.]
]ﬂ‘fﬂm Platform independence in hosting the

fions.

respect to the processor and the OS used. Java is

cations and allows machines of different types (0

structions. So it is robust in the sense that memory

1 ¢ -f,,J\H mory leak occurs, for example, when attempting

anipulation by value and reference. There are no struc,
| .muluple inheritances and operator overloading,

sing Just-In-Time (JIT) compilation.
';embedded Java system may need a
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Architecture, Programming and Design

1. Polling for Events-Based Model

A program model is polling in a eyclic loop. Polling is for the events, state variables, messages and

signals. Polling is performed using switch-case statements, A function is called for each event, state,
message or signal found inthe Toop.™

£ 1 s

==

Ty

Figure 8.1 shows a polling for events-based model for an automatic chocolate-vending machine (ACVM).
The following functions run on events
1. A poll for interrupt event from coin-insert port when a coin is inserted, and if event found then run
1SR read _user_input () for obtaining input for the choice of chocolate from the customer.
. A poll for port message posted for delivering chocolate and if message found then run deliver
chocolate (port_message).

. A poll for display message posted for display and if message found then run function display
{display_message), else display (idle state message),

Interrupt on user-coin insert afler message m,,.

. display (idle_state) '. ISR on interrupt
. Run code_for dis pla:-' —— ' 1. Poll for message for menu-choice selected m,,. and interrupt event e, at
¢ Wail for mess ! ! eoin insert port when a coin is inserled; case (event = e;) execule
: ) | I read_user_input ()
| 2, Poll for port message posted for delivering chocolate my,.
| Case |message = m,) execute deliver_chocolate (),
| 3. Case (message = My, execute display () else display (idle_slate),

| ! J :
event &, ' read_user_input () deliver_chocolate() ! dispaly ()
message | Run code % Run code !\ Runcode_fordisplay
m,. ' Message m,, ' Message mg;gp . 85 per My, j
Signal |
) ]
messago
My
mescage -
md‘isp

polling for events-based program model in ACVM example ‘
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2. Sequential Program Model

order. ISRs provide short period deviations from the sequence, execute short codes for servicing the

s for servicing the chtﬂJ
interrupts and send the function pointers as messages inserted into the queue. Even then, the pointed
functions are executed in sequential first-in first-out (FIFO) order.

: : ¢
F|gure B.2 shows a sequential program model for an automatic chocolate-vending machine (ACVM).
The following functions run in sequence, .
1. Run function get_user_input ( ) for obtaining input for the choice of chocolate from the customer. .
2. Run function read_coins () for reading the coins inserted into the ACVM for the cost of chocolate ]
3. Run function deliver_chocolate for delivering the chocolate. '
4. Run function display_thanks for displaying ‘Collect the nice chocolate. Visit again!' l
I
1 function get_user_input () | | L
S Run code | |
P s return = i
8 , lelurn .
| Sequential [opariteme marmis s ¢
| function calls i”_ - 7! tunction read _coins {‘_i '_ i
| whie () e | | Runcode - B !
a2t_user_input (); |+—0 | return I| i l"‘
| read_coins (); s e s | P
| deliver_chocalate ( ); I\‘-\ © Munction delwer chncu'lale () | ! G
I. display_thanks ( );}: P N I| Hun code '[ H '
hicas e B R return | | i
1 ¥ e e s e - I |
i | :
. “ 1 function display_thanks () V3 4
(| Fucods . \
L @I{—n__ e Y vune i
[ - " . I‘
fi-. ».1 Sequential Programming Mode! of an ACVM A’ﬂ 1 '
|
3. Concurrent Processes and InterProcess Communication Model
A programming model is that which has several concurrent tasks (or processes or threads) and eacls |

task has sequential codes in an infinite loep. An 08 controls the order of priorities for execution vr
controls the time slice allotted for execution of a task. A task posts an interprocess messace or signal
to OS, which passes it to another task waiting for that message or signal. A task, which gets a message

or signal from the OS, runs and remaining tasks remain in blocked (wait) state. Example 8.3 gives the
concurrent process model for the program model in Example 8.2

} re —

=SasesSs— ]

Figure E 3 shows a program model based on concurrent running of the processes in an ACVM. Assume
that the program consists of the following processes, which run concurrently

1. Process get user input! ) forauserinterrupt service, It obtains input for the choice of chocolate
from the child. It posts interprocess signal for process read_coins.

A
e T
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£. ProCess read_COINS| ) WAILS TON IN€ SIgNAI 0T get_user 1nput( | 4nd wnen ud signais, It sians
and read coins inserted in the ACVM for the cost of chocolate. It posts an interprocess signal for
process deliver chocolate ( ) and also posts a signal to process display_wait ( ) to start.

3. Process deliver chocolate( ) waits for signal of read _coins{ ) and when OS signals, it
starts and delivers the chocolate as per choice input at step 1. It posts an inter process signal for
display thanks [ ).

4. Process display wzit( ) waits for signal of read coins{ ) and when OS signals, it starts
displaying 'Wait few moments!"

5. Process display thanks{ ) waits for signal of deliver_chocolate { ) and when 05 signals,
it starts displaying ‘Collect the nice chocolate. Visit again!'

1 - . ; AP
Concurrent ISR GUI_interrupt () »| process get_user_input ()

| Processes create Run code wait GUIlinterrupt Msg
creale process Signal GUInterrupt Msg Run code _
get_user_inpul ; Signals read_coins

| create process read_cains i |

{ . e

| create process : process read_coins () »| process deliver_ pcolate ()
delwerpchncn:me {1 wait Sread_coins %aﬂ S;iglwer_chomlate

fe p ' Aun code Run code
| gg;:f;ﬁgﬁ:i{ ) Signal Sdeliver_chocolate Signal Sdisplay_thanks

create process Signra_l Sdisplaywait [

display_wait { };} 1 :
- | process display_wait () »| process display_thanks ()
wart Sdisply_thanks

| wait Sdisplay_wait .
Run code for Wait few Run code 'Collect the nice
s 2 chncolate. Visit again!'

moments!' i _ !
Wait Sdisplay_thanks Wail Scisplay_wait
_._._I Signal Sdisplay_wait

Signal Sdisplay_thanks
Fig. 8.3 Concurrent processing programming model of an ACVM

—= Arrows show inter-process
communications

Mﬂdﬂr‘w g
A e g P el T e N

P a—‘”’“lkﬂ.g -

4. Qb_;en Grfentsd {ragrammr

.. SELR T RN
JT]‘

:’m obiect is characterised by its identity (a reference to it that holds 1ts state and beh
object means its data, property, fields and attributes. Behavior means pperations, method or methods,
which can manipulate the state. Objects are created from the instances of a class. Defining the logically

avior), State of

related group makes a class.
Class defines the state and behavior. It has internal user-level fields for its state and behavior. It

defines the methods of processing the fields. A class can thus create many objects by copying the
group and making it functional. Each object is functional. Each object can interact with other objects
to process the states as per the defined behavior. A set of classes and their objects then create an

application program. An object-oriented language is used for the following features:

(a) Data encapsulation within an object
(b) Re-usable objects or set of nh.r:cts defined, that are common within a program or between the

‘many applications
(c) ‘Abstraction of data fields and methods in a class

(d) Creation of new objects creation a inherited class, which extends or redefines or overrides data
fields and methods of a class.
(¢) Creation of new objects using polymorphism.

e
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Example 8.4

e ——————— —— — — — —— = — . — = —— - —

An object-based model is used instead of ACVM sequential program and processes-based models.

Figure 8.4 shows the features of classes objects, and inheritance interface in a model for an ACVM, The
following can be the classes and objects.

{ Class GUI [___ = T
? ass ispla

Unsigned byte [ |: keycode i Class Read_Coins FpLRaY o
String: char [ ]; ! _ String: char [ ];
String: Menultems; Unsigned byle [ ]: String:
Menultermns: StrLine1, StrLine2, coinAmount Msgltems1,
StrLine3d, StrLined; readCoin ( ); | Striine1,
Color: textLineColor, sum ( ); Msgltems2,
cursorTextLineColar, StrLine2; I
screenBackgroundColor; Color: textLineCaolaor;
Cursor: line, coloredBar; r

L Class
display_menu ( }; Deliver_chocolate abstract screen_size ( ):

et_user_input ( ); set_display_ period ( );

Eet:chmc_e {Pa; get_choice ( ); i
enterClick { }; deliver ( );
! read_port: Aead_Coins displayThanks: MsgDisplay

displayWait: MsgDisplay

Class GUI J

e coinAmount;
coint, coin 2, coin 5

i = }
Class GUI_ACVM_User | Class GUI_ACVM_Owner
Class MsgDisplay
- + :
f Class Display_time_date i Class User_inputs

Fig. 8.4 Classes and objects and inheritance and interface features in a program model based
for the ACVM

1. Class cuI for graphic-user interaction. It has two methods, display menu ( ) and get_user_

input ( ) for obtaining input for the choice of chocolate from the customer. It has the method
set choice ( )"0 set the choice selected.

2. Clases Read Coins () forreading the coinsinserted. Ithas a method readcoin (). readcoin ()
reads one, two and five rupee coins from three ports and a method sem ( 3 Ffor summing the
total coins, .

3. Class Deliver_chocolate. It has methods, get_choice ( ) toget the choice and deliver { )
for delivering the chocolate.

4. class MsgDisplay. It has methods display wait { ) and display_thanks ( ) for display
wait message and thank message.
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'; =2 = s=vnchronous i2ata Flow Graph (SDFG) Model
ks | When there are number of tokens (inputs) required for-a.computation to generate number of tokens

{outputs) m a single tinng, the data flow is said to be synchronous. The SDFG model is as follows.

Let an arc represent a buffer in physical memory. The arc can contain one or more initial tokens with

| the delavs. A token, till 1t 1s received at the vertex, does not fire the computations at a vertex. Ferrices

- foire h-ﬂt in this graph are called the actors. Actors do the computations. An actor also represents
a complete DFG within itself. An edee between the vertices (arcs with an arrow Jor the direction)
pepresents o quene of ouiput values from one vertex and a quene of input values to another vertex,
Edves carrv the values from one actor to anather.

— e v ey .

——— = == = — == e
- | Let ¥ and ¥ be two sets of instructions that once fired (started), and do not need any further inputs from
any source during the computations. Let X generate the output values (tokens/data) a, b and c. Let ¥
get the input values (tokens/data), @, ¢, iand jand let i have a delay. The number of inputs to ¥ need
not equal the number of outputs from X. ¥ gets additional inputs and does not need all the gutputs
from X. These computations and data are now modeled by a directed darta flow graph that exists from
X to Y. The number of outputs and inputs are labeled near the arc-origin and arc-end.

Figure 8.9 shows actors {vertices, which does the computations on firing) and arcs in a directed
graph between X and Y. The figure shows the cutputs a, b and c and inputs @, ¢, i and j. The §is with
a delay (dot). The dot on an arc represents the initial token(s) in an SDFC model. Then an initial token
may also represent a delay that is shown by a dot on the edges of SDFC. If there are mare than one
initial token the number of initial tokens are mentioned on the dot. The i and j are initial tokens for the
vertex Y showing that i has a delay.

Vertices (Acton) for Computation

(a,b g) fa.c, i)
o -
' g 4 ,.f'/ ™
5 X F——e ¥ |
W g 3 /

| Zig. 2.8 Actors and arcs in a directed graph between X and Y, outputs @, b and c at X, and
inputs a, ¢, iand jat Y, iis with a delay (dot)

A number of vertices may be present in a system. Al computations are static scheduled in SDFG
exectition at each vertex (firtng elements for the computations and creating another set aof ourput
tokens). SDFG model program wanslates into a sequential model program.

| An SDFG model is like a DFG, but also models the delays as well as the number ef inputs and .
{ outputs. The edges directed to the circle can be assumed to have a physical memory buffer and until
[ the buffer has the data, the computations do not fire.

22 eTaTE-MAACHINE PROGRAMMING MODELS FOR
CUeRT-LONTROLLED PROGRAMS

Aprogram’s output or achions for present input may depend on the previous input and output conditions.
It means the previous state 1s also input along with the new input to determine the program’s next state.
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A program model means that there are different states and the model considers a system as o |
which is producing the states one after another until it retumns to the initial state.
8.3.1 state-Machine Programming Model

A state-maching js_a_model in which it is assumed that there are states and state transition functions,
which produce the states. A state transition function is a function which changes TstateTo 115 next state.

Example 8.8

= e =y

— ey

1. A display may have different states. A state carresponds to a displayed menu, and the program
action depends on the previous display state (menu). The program is sequentially polled for the
screen state and menuw choice selected by the user.

2. A mobile phone has nine keys markedw, e, r, s, d, f,z, x, caswellas 1,2, 3, 4,5,6, 7,8, 3 When
a4 phone number is dialed, the keys interpret as 1, 2, ..., 8 and 9. When SM5 message is keyed- -
then a key inputs a number, 1, 2, .., 8 or 9 if marked * is keyed-in before else inputs an alphabe:
W, 8, ... X OF C.

If case-shify key "aA’ is keyed in then an upper case alphabet is output on keying-in a character ©
= pPrevious state is lower case alphabet, Else, vice-versa shift of Case takes place.

Atelephone system has five finite states, idle, Receiving a ring, Disling, Connected and Exchangi
Mmessages.

A

R .

Consider an example of the running state in a timer. The count-input is the clock-input, T
changed count value is the output. The output function is the mcrement in the count wal
The state transiticn function is the time-out on overflow when a predetermined numbers « -
o countinpurs are reached. A timer has four finite states. ‘idle’, ‘Start’, ‘Running’ and ‘finiz~= -

'Idf_:t' Stare It starts state transition on loading an inpuil, rumTicks (number of ticks
which the tiemer finishes)

(b} Running’ State. On each clock input for decrement, the count value decrements.
(€} “Fimish® Srare. Program flows to finished state. This is when the count value reaches 0O,

x - A task has four finite states — idle, ready (waiting), running and fimshed. An output from ao-=

state becomes the input 1o next state. A token from O% schedular changes a task state. ﬂl

When is a system modcled as the states and state machine? Frequently, there are inputs 1o a prog. o

that change the state of a system to a new state, and gencrate outputs. which may also be the inpuis

for the next state. Now, it can be assumed that in a model the running of the program and 11s flow can |

h_": considered as running of a machine which generate the states. The program flow can be modeled :

simply by interstate transitions (from one state to another) from next state transition functions (Moorg ‘
{

model) or next_output state transition functions (Mealy model) ]
THe - T i
Ihere can be tranSten-of The present stale 1o the next state, which depends on the inputs and state

transition function. A set of outputs represents a state in Moore model and a sct of outpuls represents o
state transition in Mealy model.

Let a circle represents a siate and let a directed are (or an arrow) represent the prozram flow from n
state to another.

The steps that model or represent the startes and interstare transitions in a data path are as follows. |

l. A transition to a new state occurs from the previous state on an evert tinput). The event mav be
setting a value of cenain parameter or the result of the execution of certain codes. A transition may
also be interrupt-flag driven (after a flag sets). semaphore driven or intermupt-source servicing-

_‘_--_-——_._-—-___

.._ - -'-'-—_._—‘
necd doven.

2. A state can receive multiple tokens (in uts, messages, flags internipts or semaphgres) from another
state(s). A roken (event) is used here as a general term that means either an inpur or event-inpul.
I P

. i R 4

S irols W, Medeoing

Sof{ oare _ ARG Proces. B

l-‘l'ﬁ
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An event-input charactenstic 15 that at 1s asynchronous (one never knows when an event may

happen) An event-input may happen when there is setting or resctting of a flag. It may occur when

there 1s (1) a semaphore given or taken, or (i) some indication for a resource or signal or data-item

penerated, or (1ir) completion of execution of a set of codes.
3. Asstate can generate multiple tokens (outputsmessages, flags interrupts or semaphores). An output
nd variables identify a next state on mapping the inputs, variables and previous
states using the output-state transition (action) function (Mealy model). A flag indicating sate
condition or a set of codes being exccuted or a set of values of certain parameters identifies a next
state on mapping the inputs, variables and previous states using the next-state transition function
(Moore model).

or sel o E'nutﬁfi

A

The state machine model is a mode! in which running program and its flow can bz considered as
running of a machine, which generates states. The program flow can be modeled simply by interstate
transitions (from one state to another) from next state transition functions (Moore model) or next
output state transition functions (Mealy model). A circle represents a state and running program
codes and a directed arc (or an arrow) represent the program flow in one state to another.

2.3.2 Finite States Machine (FSM) Model

The FSM model states that there is finite number of possible states in a system, and a system can only
be in one of these states at an instance. -

When modeling a -process as fithte state machine (FSM), the software designer specifies the
following for each state. -

1. A state among one of a finite nuimber of states.

2. Finite set ofnputs (tokens, event {lags or status flags) with therr values for the state,

3. Finite actions (for example computations) during the state and finite set of outputs with their
pumh!m for tokens, event (Tags or status lags) and an output (action) function for the state
that gives the outputs. e

4, State rransition function Tor each state to take it to the next state.

cxaswirle 8.9

e

Figure 8.10 shows the FSM states in a program model of an ACYM. J-":."..-'CM has four finte states—get_
dser_input (), read_coins ( ), deliver_chocolate and display_thanks. An autput from one state becomes
the input to next state, A signal from OS scheduler or interrupt from user changes an ACVM state

oy signal inpul eimen Signal deliver =10 : :
7 lask / ~ taskfor ~ f I/" Task *‘1.
( get_uﬂer__ir'l-put _f_ | I'Eﬁd_mins —HEE1I‘¢'EF EhGEEIaIE‘ i ': =
e} B o (5 ..-"H S { ]' _,---’ Lo \
e —— % |
T Signal display q.h.__i \““a__ S
: S
B User interrupt e faske TN
' | dicpldy fhiarikis )
—==— Arrows show sfale transition to next state on . ()3 7
a software interrupt signal for the transition S
Fig. B.10 F5M states in a program model for ACVM ﬂ
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8.3.3 FSM State Tables

When an FSM model is represented graphically with circles and directed arcs, it becomes complex
in the case of a complex process with large number of states. A state table can then be designed for
representation of every state in its rows to design software using the model. The following columns are

made for cach row. f_jku'i\il L{TL}:U : ~

I —
Present State name or identification _= -

Action(s) at the state until some event(s) \ o~
The events (tokens) that cause the execution of state transition fungli
Quiput(s) from the state output function(s)

Next State i A
_.E.tpmr;:d.ﬂmel{: terval for finishing the transitions to a new state after the event. \
The coding using each row can now be easily done as follows. |/
4 while (presentState} [action ( }; if (event = ..... : taken = ... )
{output = ... ; stateTransitionFunctien ( ); )]
ar

Switeh (State)

Case presentState: action ( }; if (event = .....; token = .... |
[output = ..wuan ; stateTransitionFunction ( );: }:1°'

Here, presentState is » Boolean, which is true as long as the present state continues and tums false
on wansition to the next. The action { ) is a function that exccutes at the state. If certain events
occur and tokens are received (for example, clock mput in a timer), a state transition function,
state Transition Function, 1s executed which also makes presentSrate = false and transition occurs 10
the next state by setting nextState (2 Boolean variable) = true.

Example 8.10

=== == ——
Figure 811 shows the states, state transitions, events, outputs from state eutput function and finite
number of state transitions of a maobile phone key marked as w. Total number of states are finite in
number. State variables of state 5 are state_phone, state_sms, ad_key, alt_key, key. w, sign_key. Three
keys are ah, alt and sign, and only one is active at an instant. . =

Srate_phone active means the mobile is-in dial a phone rnode. State_sms active means the mobile
is in sms keying-in mode.

When state_phone is active, state_sms is inactive, aA_key = inactive, alt_key = inactive, key_-w =
inactive, sign_key = inactive then key_w output state = 0 (idle). When key_w interrupt event activares
then key_w output state undergoes transition to ' It means when 5 {state_phone, state_sms, ah_ key.
alt_key, key_w, sign_key) undergoes transition from initial state 5(1,0,0,0,0,0)to state 5(1,0,0,0.1.
0} then state transition function generates key_w_output =*1°_[* 1" means character 1, 1 means active.
" '0' means character 0 and 0 means inactive. |

When S (0,1, 0, 0, 0, 0) then on Interrupt from key_w the next state is 5(0,1,0,1, 0) and output
key_w_output = 'w". s

e
m""ﬁ""‘c’-ﬂ’l.w e
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Caltunng s ; User input d

disable ca all_kev_ﬂﬂ"‘“i o

Tal-¥
e

p o — ¥+

| c task '
all_In Interrupt as ¢

L LT userivut [ 0% )

“ ==\ (number),

i of -

[ ]

Call_In Interrupt ;

—i Arows show state transition to next state on a software interrupt
(signal for the transition) or hardware interrupt

- 811 State S (state_phone, state_sms, aA_key, alt_key, key_w, sign_key) undergoing
state transitions and finite number of state transitions for S in mobile phone

alphanumeric Qwerty keypad ‘

i{-.gif-

s |

g = =

Make a state table for the FSM in Example 8.10. Table 8.1 gives the state table for the key 'w’in
alphanumeric xeypad of 2 mobile.

.= 4., State table for the key ‘w' State S (state_phone, state_sms, aA_key, alt_key, key_w,
sign_key) in alphanumeric keypad

i ';‘ Y ey W DD
S (1.0,0,0,0, 0) wait 0 $ (1,0,0,0,0,0) 0 0
S (1,0.0.0,0,0) wait ) $(1,00,0,1, 0) Sk
$(0,1.0,0,0,0) wait 0 $(0,1,0,0,0,0) 0 0
$(0.1.0.0.0,0) wait l $(0,1,0.0.1,0) ‘W 0
S (0,1,1,0,0, 0) wait 0 S (0,1,0,0.0,0) 0 0
$ (0,1,1,0,0, 0) wait 1 $(0,1,00,1,0) W 0
$(0.1,1,0,0,0) wait 0 S (0,1,1,0,0,0) 0 0
$(0,1,1,0,0.0) wait l S(0,1,1,0,1,0) W' 0
1 5(0,1,0,1.0.0) wait 0 S0,1,0,00,0) f) 0
S (0.1,0,10,0) wait 1 $(0,1,0,0,1, 0) 9 0

Scanned with CamScanner

/R .G

LY
L
3

- F

i,
el

i

J:

.""FFH-
£y

G

—

)




—

£ delne ue
# dafine false 0 \\,.,
# define state0 "000000"

# define statel “100000°

# define state3 "010000"

# define state5 “011000"

# define state7? "0101007

£ define state2 "100010°

# define stated “010010"

# define state6 011010

# define state8 “010110"

void Key_w_FSM () {

boolean idle_state

char key_w_output,

key_w_output = idlestate,

kw! =0;

State = State(,

while (true) { /* An infinite loop 'j

SRR SO R A S s SR

J* function dlSpla'f ("x") shows character x on the screen, display (0) shows idle state which means sam«

as before and function cursor_next () moves the cursor position to *he next when keying in a phon.
number or SMS text message, */

SWI-T.Ch {Statiﬂ [ii'I'I'Iiii'li'liti'liil.'il'ltt.iliijj'l'iiitiiiiitt FRTEAES .pq-}r
StateQ: if (kwl == 0) { idleState = 1; display (0 ); /* No change*/}
break:
ftiiiiiiilttittttiiitftttitibiiiiritttitiqiiqiitttittirqttpt.f
Statel: if (kwl == 0) { idleState = 1; display (D ), /* No change*/};

if (kwl == 1)} { idleState = 0; State = State 2; key_w_output = *1'; display (‘1" ); /* display character 1*/}
cursor_next (), kwl == 0; idleState = 1;

break;

fittiiiiiitiittittttiitttiftfitifiitfttﬂqiiqittttt-ii‘i-¢i|1ix

State3: if (kwl == 0) { idleState = 1; display (0 ), /* No change*/};

if (kwl == 1 && kw_state =0) { idleState = 0;State = State 4; key_w_output = ‘w'":State display (‘'w' ); /*
display character w*/},

curser_next () kwl == 0; idleState = 1;

hreak;

ftilllililiiiiiﬁitlli"tli!#lllii##ililiifilwllliwilﬁllllllf

State5: if (kwl == 0) { idleState = 1; display (0 ); /* No change*/};

if (kwl == 1 && kw_state ="w'} { State = State 6; key_w_output = "W'; display ('W' ); /* display character W*/}.
if (kwl == 1 && kw_state ="W") { State = State 4; key_w_output = ‘w"; display (*w' ); /* display character w */},
cursor_next { ); kwl==10;"

break; nQys
“fiii*i*iifii‘itt'ttti-tiii.iliit*'**i'itl‘itiitit'l'l'l'l!‘l‘l‘l‘l"l‘i"l"l"r‘

State7?: if (kwl == 0) { idleState = 1; display (0 ); /* No change*/}. (

if (kwl == 1) { State = State 8; display ('1"); /* display character 1*/);
cursor_next ( ); kwl == 0; idleState = 1;
break;

xii!!*tlltititilliitiilﬁtttitiiliﬂlqiiiiit}illﬂlttiiiiil'ilt!

J
Jre --End of Switch -Case -----smsmmmmmmremeenes o

State = Stateﬂ I,-’" End ufWhﬂe infinite loop */
}/* End of Key.w_FSM */ >
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fnite state machine model assumes the finite number of states and reduces the programming tasks
I’{ " the following. (1) Coding for each state transition function and each output function. The FSM
model is appropriate for one process at a time, for the sequential flows from one state to the next

state, and for controlled flow of the program. When using an FSM model, a state table representation
becomes very handy while coding.

o4

MODELING OF MULTIPROCESSOR SYSTEMS

84.Y Multiprocessor Systems

g

A large complex program can be partitioned into tasks (or processes or threads), ISRs and sets of

instructions. The tasks and ISRs can run concurrently on different processors and by an appropriate
mechamsm. Tasks can communicate with each other.

Exampie 8.13

(a) Assume a large program has four tasks: task 1, task 2, task 3 and task 4. It has 4 ISRs, ISR_A
ISR_B, ISR_C and ISR_D. Assume a processor PA is statically scheduled to run task 2, task 4, ISR_B'
and ISR_D. Processor PB is statically scheduled to run taskl, task 3, ISR_A, and ISR_C. Fiquré
8.12(a) shows the scheduling on two processors. '

(b} Assume a large program has four tasks: task 1, task 2, task 3 and task 4. It has 4 ISRs, ISR A
ISR_B, ISR_C and ISR_D. Assume a processor has a dual core with one core is statically scheduTe:i

10 run the tasks and other the ISRs. ISRs sends the messages to the tasks running un other core
Figure 8.12(b) shows the schaduling on a dual-core processor. - x

Signal or message Signal or message

(1BRB}—L — 5 { Task?2) | 18R_D =

BT ]
Task 4 | ] B,
e ™ b G SR -'}l L—pﬁJ f:hﬁ
. G
Signal or message Signal or message 7
— y —— _. ¢ —— -
s b F g T 4 - ™ ‘:
| l n .‘u__ 7 [ Y f I A R ] i ‘_‘
; .5 A J — \.Tasl-c 1/ \_lSR_C_) o .TEE.K 3;, L_i]_E_]
e T T e S L
{a) =
. "R
Interrupt Interrupt Interrupt Interrupt ’ <
= t - T - —\.__\ .\\ i =
k ISR_A L ISR B { ISR_C) ) I e »
e = A Rt D '———\_rﬁ—_"iJ i=_=
Stormi S2orm?2 S3orm3 S4o0rm4 :‘
e o, - b T z
Task 1 | Task 2 | Task 3 | Tazk 4 i_é::n_r__é'] L Ty
1 “ = & o e L Sy E._ -
S means signal and m means message of an inter-process communication _"' K:‘}“
()
Fig. k33

(a) Static scheduling of tasks and ISRs on two processors (b)

Static sch
Wo processor cores ®duling on

—
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The problem is how to partition the program into tasks or sets of instructions between the various

processors, and then how to schedule the instructions and data over the available processor times and
resources so that there is optimum performance. Should there be static scheduling for running one task
on one processor? Then, suppose one processor finishes computations carlier than the other. What 15
the performance cost? Performance cost 1s more 1f there is idle time left from the available. What is
the performance cost if one task needs to send a message to another and the other waits (blocks) tll

the message 1s received? Following are the problems in modeling the processing of instm-:tions ina
multiprocessor system:

. Partitioning ul’prnccsacsitinslmctiﬂﬁ sets and instruction(s). %

s CU]ICUITCI’I[ PFI]‘CI:'GS.II"IL ufpmrf_wn cach processor. ’é

. The static schedubing by compiler, analogous to scheduling in a snp:rs.{:nlar processor. Each
superscalar processor has multiple processing units in parallel. e R

. When superscalar units are present in a processor, it means two or more pipelines of instructions
are executed in parallel. A pipeline has number of stages (3 to 9) and different instructions are at
different stages. The problem then, 1s not only scheduling of concurrent processing instructions on
different processors, but also scheduling of concurrent processing instructions on each superscalar
unit and pipeline in the processor.

5. Hardware scheduling, for example, whether static scheduling of hardware (processors and

memories) 1s feasible ornet. [It is simpler and its use depends on the types of instructions when it

does not affect the system performance.]

6. Static ¢ scheduling i1ssue [for example, when the performance is not affected and when the processing
actions are predictable and synchronous. ]

7. Synchromsing 1ssues, synchronisation means use of interprocessor or process communications
(IPCsysuch that theres a definite order {precedence) in which the computations are fired on any
processor in multiprocessor system. [IPC 1s @ message or signal to another process or processor so
that 1t can proceed further. Section 9.7 will describe the IPC in detail |

0 8. Dynamic ::.Lht_tlullllg_l"i_'ﬂt&_[rnr example. when the performance 1s affected when there are

' interrupts and when the services to the tasks are asynchronous. It is also relevant when there is
pre-emptive scheduling as that s also asynchronous. ]

9. Scheduling of the instructions,_ S5IMDs (single instruction multiple data), MIMDs (multiple
instru¢ttons and-muwlipte data) and VLIWS (very large instruction words within each process and
scheduling them for each processor.

B

L

Several methods of scheduling and synchronising can be used for execution of the instructions.
SIMDs, MIMDs. and VLIWs in a multiprocessor system. Scheduling is done after analysing the
scheduling and synchronising options.

Y Consider two processors, P4 and PB, interfaced with the memory in a system.

m Case 1 The processors share the same address space through a common bus, called tight
- coupling between processors. —
g il cass =T

B Case 2 The processors have different autonomous address spaces (like in a network) as well as
shared data sets and arrays, called leose coupling. Figures 8.13(a) and (b} show both the cases.
B LS

; B Case 2 The processors share the memories in altemative bus architecture. for example. three-

I dimensional mesh, ring, torrid or tree in place of a shared bus between the different tightly coupled
Processors.

T

ety

- - A
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Locked to [ _1;_:;_] Shared bus
Same L f
Instruction IT
: T oo L R aT et Shared Data Scts '
olaTaskor F—————— o —n == = —————
B e or Afrays
Cufferent H_ Y
Instructions of a | - II'
Task or VLIW PB l VA
(a)
Inter Processor
Communication (IPC) — —— — ===
; For Synchronizalion
Heeds
Unlocked 1o T —
a Specific o [l R S Shared or Unshared
Task or lo T = e == Dala Sets or Arrays
Specific VLIW l
(b) e i

7ig. 8.13 (a) Tightly coupled processors sharing the same address space while processing
multiple tasks (b) Loosely coupled processors having separate autonomous address
spaces as in a network as well as shared address space for data sets and arrays

Processors process concurrently as follows:

1. One way of concurrent processing is to schedule each task so that it is executed on- different
processors and to svnchromise the tasks by some interprocessor communication mechanism,

. The second wav is, when an SMID, MIMD or VLIW instruction has different data. cach task is
processed on different processors (tightly coupled processing) for different data. This is analogous
to the execution of a VLIW in TMS320C6, a recent Texas Instruments DSP series processor. It
emplovs two identical sets of four unis and a VLIW instruction word can be within 4 and 32 bytes.
It has instruction-level parallelism when a compiler schedules such that, the processors run the

-

different instruction elements into the different units in parallel.
Note: The compiler does static scheduling for VLIS, Static scheduling is one in which a compiler
commiles such that the codes are mun on different processors or processing units as per the schedule
decided, and this schedule remains static during the program run sven if a processor waits for the others
to fimish the scheduled processing.
3. Analternate way 1s that a task instruction is exceuted on the same processor, or different instmictions
of a task can be done on different processors (loosely coupled). A compiler schedules the various
instructions of the tasks among the procéssors-atan-instance.

142 Applications of the Graphs to Multiprocessor Systemes:

Partitioning and Scheduling
When there are multiple processors in parallel, the partitioning of a program is done as follows:

I. There 15 a munimum number of IPCs so that the total time of IPC delayvs (waiting periods)

M ses
There is load balancing. Each processor has the least waiting time by sharing the processing load.

. The performance cost minimises, Performance cost means the cxecution time regquired [a) for
computations for the tokens and delavs ar the edoe feommunication time), (h) the computation t
1 vertex (transition), and (o) contexr switch rime.

i
— T e e

5

3

tiere hefore fiving fcompitations) e
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The graph of a program thus partitions into the functions, tasks or threads. One of Ihrl:t:"'ls'u"m.
strategies can schedule a program for running.

I. () Each task or function is exccuted on an assigned processor. (b) Each task or function
is executed on difterent processors at different penods. (¢) Instructions of four different tasks
partitioned on two processors. (d) Instructions of four different tasks partitioned and scheduled
on two processors differently i different periods. [Figires 8 14(a)-to-8.14(d) show these four
partitoning and scheduling strategies. ]

|
Processor G T-Ts"‘ : (mege i P |
_\1 L rocessor 1
PA fv} Vi) ——-M.m .
p 2t . A - L O Computations |
?) = 5 ——= QOulpul to Next Place |
PB (vy (\Vz ) (‘-"a"; or Port. |
= b5 e |
Processor RO T W—— |
(V9. V2 V'3).and (V"1,V"2 Y1) are different threads of the task 1 and task 2, respeclively '
(a |
Procossor T
@ 4\\,, <o)
M =
—————————————————— —®= |PC
PB (‘;_ _’L,:“ v") £y
2 . e vll
Processor v '-b _Q'E‘f
—a——Task 2 — =
I (b)
C'ij Is an instruction In V| to take i-th column and j i-th row element af matrix A and add
bils with the corresponding element in B,
Processor
PA fC'!)——'- czﬂ— HC 31' = Hc 41*— —
] el o
Processor = @
Remaining rnstructrnns of Vi Thread Task 3
Processor !
| "
I
PA Q 1)- ——(_/r—-&:l = u\ ’Qa)""‘ i} -{’ Vz
- Task | —————» a
FB fc 2___{::4 ___.___.‘__zl-fv} f)—hffj—-—-ﬁ—
Processor t———Tagk | —-» ° ~+——-Task 2— -—=~
(d)

i Fig. 8.14 (a) Each task or function is executed on an assigned processor (b) Each task or
| function is executed on difterent processors at different periods (c) Instructions of
four different tasks partitioned on two processors (d) Instructions of four different
tasks partitioned and scheduled on two processaors differently in different periods

e e e e e ]

\ e =3
” e ~Lds YO r\.J.r"\".fﬂ Do PR e M l
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7 pach sel of data 1s partitioned in a VLIW instruction and is executed on different processors,
o pich exeente the same program. Consider a matrix addition process. Each row can be added on
o fIEFENL JIDCERSL when the data of the rows are partitioned among the processors. Such data
partifoning 1s I“"-'f‘:'j"-‘d _‘-\'hcn processing a DSP-VLIW.
A combined partiioning as done both at dawa level as well as 1ask (of function) level. Different

funchions themselves may run concurrently on ditferent processors but at the micro or atomic level,
Jdata 15 purtimm.;d and the instructions are run.

partitioning and scheduling of vertices can be done in number of ways. (a) Each task or function is
executed onan assigned processor. (b) Each task or function is executed on the different processors at
different IJﬂ'TiII‘-IdS. [C] Instructions of four difTerent tasks pﬂﬂiliﬁll ed on two processors. (d] Instructions
of four different tasks partitioned and scheduled on two processors differently in different periods.
(¢) Data partitioning in case of SIMDs, MIMDs and VLIWs.

8.5 || UML MODELING

Concepts used in object-oriented language are also used in software designing.

1. Object-oriented design has feature of re-usability of the defined software components as nl:-!'c::t
or s¢t of objects (reusable components), New components can be abstracted from the existing.
New components and object designs are created by the object irlh{:[itﬂﬂﬂ%_:ﬂ polymorphs.
Information encapsulates within a dcssMﬁﬁﬁEﬁject_

. An object characterises by its identity {a reference to it that holds its state and behavior), by its
state (its designs for data, property, fields, attributes and al gorithims) and by its behavior {method

(| ]

or methods that can mampulate the state of the design). :
_New object designs are created as the instances of a class. Class defines the state, attributes,
operations and behavior of a design concept. It has internal user-level fields for its state and

[IF¥]

behavior. It defines the ways of using the designs.
4. A class can then create many component objects (designs) by copying the group and making
designs functional. Each design is a functional design. Each object design can interface with other
designs to process the states as per the defined behavior.
5. A set of classes then gives the complete software design for a system.

UML 1s a Unified (common) Modeling Language for any general. system for which object-
oriented analysis and design are feasible and which cdn be abstracted by models. Unification in UML
means its common applicability to many designs or processes. We can then model the following by a
similar set of diagrams: (1) Software Visualising, (ii) Data Design(s), (111) Algorithm Design(s), (1v)
Software Design(s), (v) Software specifications, (vi) Software Development Process, and (vi1) An
Industrial Process.

UML is a language for modeling. Details of the language can be lcamt from standard
textbooks. Following is a description of UML features and its applications in designing of embedded

svstems. L e

Figures 8.15(a) to (1) show six basic UML elements: class, package, stereotype, object, anonymous
ubject and state.
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Class Name
o e LR L, o — —— x|
Real Time Clock Object Name ‘ Swt 1 Real Time Clock
Unsigned long : L
count Attributes ' Unsigned lang
l count Swt 1
clack input { ) ; |
clock Inc ( ) i‘i’::;‘;;’“‘r s ST 7
system Interrupt ( ) Soerations UML Objecl
UML Class (d)
(a)
Package of three
N Classes
Timer Processing b
( Class Free Running munteL [ (‘ Object .
| Class OutCompare :; Anonymous object
# r M i’
3 Class InputCapture :] L :Real Time Clock )
| Anonymous object
UML Package &)
b
(0) Event preemption

f << hr-min-sec>> . | task Running

i Class Timer | State Y

Mt A M _ - A Transition
UML Stereotype UML State

fc) (f)

Fig. .15 Representation of UML basic elements: (a) Class (active class and abstract or inactive
class) (b) Package (c) Stereotype (d) Object (e) Anonymous object (f) State

Table 8.2 gives its elements.

Table 8.2 UML basic elements

* “Exemplary Diagrammatic

: G SROMP L e s oo Representation
Class Class defines the states, attnbutes and Rectangular box with divisions [Figure
behavior. A class can be active or abstract. 8.15(a)] for class names, for its identity,

attributes, and behaviors (operations,
methods, routines, or functions)

Abstract Class A class, in general, may be abstract when either ~ Rectangular box with divisions for class

one or more states, operations or behaviors not names for its identity, attributes, and
completely defined, being in an abstract stage, operations, but with prefix abstract with
or when it is not for creating objects but only a each abstract behavior and attribute

class, which extends that class and implements
the abstract behaviors (methods) and specifies the
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10.1.1  OS Services Goal

OFS services Gonl of perfection und correctness’ OF facilitates the following:

L Easy eharing of resonrces as per schedule and allocations. Resources mean process

J
L

3,
4

5¢

S071( )
memory, 10, devices, pipes sockets, system timer, keyboard, displays. printer and other o,
g ¢ WU s e 4 .~ T "

resources, which processes (tncks or threads) request from the OS. No processing task thia 4
ukEs any resource until it has been allocated by the OS at a given instance.

Easy :.:-.:.::.:.s::: of application software with the given system hardware. An applicay,,.,.
uses the OS functions and processes which are provided in the OS.

Seheduling, context switching and interrupt-servicing mechanisms.

Manngement of the processes, tasks, threads, memory, 1PCs, devices, and other functiop.
[Management means creation, resources allocation, resources frecing, scheduling or synchronisin,
apd deletion.

Fifes, 1/0 and Network subsystems and protocols.

6. Portability of the application on different hardware configurations.
7 Interoperability of the application on different networks.
8. Common set of interfaces that integrates various devices and applications through standard .,

open systems.

9. Easy usc of the interfacing functions, GUIs and APIs.
A0, Maximising the system performance 10 let different processes (or tasks or threads) share -

resources most efficiently. OS provides the protection and security. Examples of security breacy,
arc tasks as follows: obtaining illegal access to other task data dircctly without system calls.
overflow of stack areas into the memory, and overlaying of process and control blocks and threx!

stacks in memory.

10.1.2 User and Supervisory Mode Structure
When using an d.w,\nﬂmﬂqwnnmmﬂ in the sy$tem s imtwo modes. There is a clock, called system

clock. At every clock tick of system-clock, there is an

N interrupt. On interrupt, the system time updates.

the system context switches to supervisory mode from the user mode. After completing the supervisory
functions in the OS, the system context switches back to user mode. . .
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F Architecture, Programming and Deslgn
10.6.3 1/0O Subs

The 1O ports are the subsystems of OS device-management systems. Drivers use them to communicate
with the many devices. The I/O instructions depend on the hardware platform. I/0 systems differ in the
different OS. Table 10.9 lists subsystemns of a typical I/O system.

Table 10.9 1/0 Subsystem in a typical I/O system in an OS

Subsystems Hierarchy Action(s) and layers bevween the subsystems

Application An application having an /O system. A sublayer may exist between the ap-
plication and I/O basic functions.

I'O Basic Functions Device-independent OS functions, for example, file-system functions for
read and write, buffered I/0 or file (block) read and write functions, A
sublayer may also exist between basic 1/0 functions and /O device driver
functions. .

L'O Device-Driver Functions Device-dependent OS functions. A driver may interface with a set of library

functions. For example, for serial communication device or network.

Device Hardware Network or port or 1/O interface card.

nd asynchronous,” may be uséd. RTOS provisions for
separate functions for the synchronous and asynchronous I/Os. A traditional OS may support only
synchronous I Os.
Syuchronous aperations are at a certain fixed-data transfer rates. Therefore, a task (process)
blocks until the completion of the I/O. For example, a write function, write () for 1 kB data transfer to
a bufTer. Synchronous /O operation means once synchronous I/O initiates, the data transfer wil! block
the task until | kB data gets transferred to the buffer. Similarly, read (') once initiated, blocks the task
till 1 kB is read. .
.\\..GSQNEEE. 1/0 operations are at the variable data-transfer rates, because a process of high
prionity should not block during the 1/0s.

10.7 || INTERRUPT ROUTINES IN RTOS ENVIRONMENT
HANDLING OF INTERRUPT-SOURCE CALLS

An RTOS or OS has an interrupt-servicing mechanism. Following sections explain thes¢/altcrnatives
for responding to interrupt,

3.\332 Call to an ISR by an Interrupting Source

(.55_ an inynupt occurs, the process running at the CPU interrupts. Context switching takes place
directly to ghe ISR. An /" interrupt source leads to switch to / ISR. ISR_i just sends an ISR enter
message at start for the RTOS. Figure 10.1 shows these steps. .

Later the ISR code can post an IPC (inailbox or message queue, or semaphore). Task waiting for that -

PC does not start before the return from the ISR. The ISR enter message is to inform the RTOS that an

R has faken control of the CPU. The ISR continues execution of the codes needed for the interrupt
vice until the ISR exit message.

1me operatln

Codes fof |

Retufn

stems Il Basic
95 \ntarrupt sources |
e T A
il ot 1%
SR/ = .vI \2
—_— \
5 4
n!|\|\1|_, \
osi 4
J

n message il
t| messad®”

Y
exit messagé

Example 10. 10

= icrocontroller has a

Functions of 05 and RTOS

{nterrupting source- ISR sends an ISR enter Mestan,
an in

pefore rewurn 10 n.vm

hardware timer, which is Eoﬂﬂ”ﬂﬂ

: :mmq M:,mn..u nﬂ__n.q on timer interry
“The miCrO=cl o
) n..:Bﬁ-.)n.&m

to an{ISR vector

message or:d o 1 .
y other:1ask-o"- . k

52 RTOS First
ti{e Corres

When a task is interrupted on
for servicing the hardware 1
executiorrthen can post on¢
message. Context wé.:orom.
pending interrupt ISR or hi

ﬁos&sm ISR

errupt, switche
¢ more IPCs fo
back to RTOS on et
hest priority task. Fi

’ Codes for ISR

irst interrupting on an interrupt, th

pt-calls and program counter chang,

.,uoaﬂ.‘ ddr, ?mi,—m a routine \SR.Timer for [

AU ISRITimer_A , :
L er the start of ISR_Timer is called: ISR Timer v,

.()-just aft

AT AR the ISR onk afy
! t there should.be return 10 ISR only afer o
nom_.smqm,wm.%u.ﬁmmcﬁm.? the ISR code. Any 1ask walting for v,

r.queue message should not start.on execution of the poq
or;qus y . :

terrupting on an Interrupt, then RTOS Calling

source then context first switches 10 RTOS. The Rigy
s the context to ooﬂnmcosa.ﬁ.m ISR _i. The ISR dunng

£ the task(s) waiting for the mailbox, Queue of semaghor
return from 1SR_i. Context then switches from RT03 g

gure 10.2 shows the steps.

i-th intercupt

Return —
Interrupt
source |
e}5 Save
~ - context k
.ﬂmmrx -~ = 3 | callSR
\
Event | —
message

en RTOS calling the corresponding\Sk
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| of O and RTOS

erTut sources ¢
—1

.

/3

"

The ISR must be short ang
e remaming codes yw hen
pitches the contents bey
afa task.
An RTOS mav provide ¢
nonty ondered Fyo,

Archite ture, 72.!33!.‘3 ond Design
must
CVerat g g

Or the 1ISRs such that he
:nds an ISR enter Mmessage ¢

Examiple 1 a.l

»,_SL:_,M".« Post the Messages for another task. Thg task rups
Sl oo o::_ . .:M:Jn RTOs schedules only the tasks (processes) angd
A Y. The ISR ¢ ecutes only during a temporary Suspension

RTOs IMitiates running of the ISR calls from a

The R nishes the critica) code till th
CONtext switen ph u»:.:ﬁwmvue-:ns calls the jqp ISR Preemption Points mean instruction i:nh
timer, which Is program,y, oS STUCTION of the crigjea) uu:v.o—_unz resany IR of process. The Preemption point is the st
| program counter Q.»JmMM highest Priority is calieq. the presently running function, after which the 15 being of
tine ¢ 2. Conside
rou ISR. < fimer far e bas voo.“ “MV.;M device. Assume that using 4, RTOS, the touch screen ISR, ISR_T,
allec GNF.: other ISRs z“mw meard 4 function OS_ISR_Creare ( ) An ISR can share the mem oﬂnrmnﬁnn
Is called. Timer . Means the g, ory heap wit|
S bl 33 IntConnect Connects the aocnzuuﬁwn_nu“mmn:nasn during running of the codes. A function,
ta the ISR only afcer Ry Gﬁ;ﬂo:n:quamr.n:im:a_n_n Let 2 ~ocn:-“aﬂn_ﬂﬂ the event identifier in an Interrupt handler,
sﬂuw..igzn for the taps the mnwmnq at a selecy icon or me even
N execution of the pos: preemption point,

ISR_TouchScreenkE,
finds which ISR or

-

n RTOS ﬂm:..:o

ventHander. ISR return i

Wwitches to RTOS. RTOS ¢
task shoylg run next anp

NStruction ‘cau

Ses context switch
d context then

switches to that.

to RTOS. The RTOS
R_i. The ISR during
queue or mnE..ﬁvc_.m
‘ches from RTOS 1o

-serv

ice routines, a first-level ISR
an also pe called

The use of FLISR reduces (he ;
{worst case and best case Jatencjes
procedure call (DPC) from the ISR. The i-th interry
wmterrupt source call. Figure 0. I(c) shows the Step.
There are the ISRs, number of ISTs, RTOS and

nterrupt ER:Q

(waiting period) for an interru
E.mannnbn& for

an interrupt service. An IST fu
pt service thread (ISTi) is a thre:
s on the interrupt.

hen switches the

nterrupg Service Threads
An RTOS can provide for uvo Jev,

kevel ISR (SLISR). The FLISR ¢
aterrupt ISR.

) context to
back-ta RTOS. RTOS

= e

(FLISR) and a slow-

..EEEE?...:QEE ISR and the SLISR a5 software-

pt service and jitter
nction is a deferred
ad to service an j-th

tasks in the memory blocks other than the interrupted
sk Any iterrupt source causes the RTOS to get the Notice of that, then finish the critical code till the
preemption point and call the ISR. The ISR execu

canpost a message into the FIFO for the interrupt
source and is priority. The ISTs in the FIFO that b,

per their priorities on return from (he ISR. The IS

nding ISR ISTS and tasks.

When no ISR of IST is pending execution iy the FIFO, the interrupted task runs.

tes after saving the context on to astack. The ISR
service thread (IST) afier recognising the interrupt
ave received the messages from the ISR execute as
R has the highest uﬁ._.o:.Q and preempts all pending

Canise
Return =S,

—— Intarrugt woures | \
4 Sava contart

vent/ message

— Ratriaye
gwm‘_wlf — llw"' comaxt «
' { and run
IST for tasi
o Return 1o Ouo.l:L again

Fig. 10.3 RTOS calling the corresponding ISR, the |5

R sending messags
service thread in a priority queue of ISTs

2(s) o an intarrupt-

L, run critical and necessary codes only,
J 10 ISTs into the FIFO. It is the IST, whi

- The ISTs run in the kemnel
-inheritance mechanism.

ISTs and tasks (processes).-and switches the contexts

and then they must simply send the
ich runs the frmammg codes as per
space. The ISTs does not lead o prionity inversion

between the ISTs and tasks.
Example 10. 12

—_—
_—
]
—
|
-—

—

-

-

|

.

b

1

!

It calls a Jow-level (hardware level) ISR, LISR, resets the pending interry
controller and calls a device-specific ISR, say, DISR;. The DISR, posts a Mes3age to an IST, specific to the
device. The message notifies 10 IST; that an | then the DISR, returns to LISR.
- device-specific ISR, say, _u_mw_. :
When no further Interrupts are pending, the
which was interrupted when the OS passed conu
The IST; are scheduled by the OS, the IST, fin
codes, ISTs run as if a thread is running.

\_\o.\NMV\rnnmvz:u an IPC Event by ISR

RTOS ing mechanism provisions for following:

(@7 ISRs have the higher priorities over tasks and most RTOS functions. e onk
?%W should not wait for a semaphore, mailbox message or queue message. An ISR can use only

3 se it has at for
the accept function for the events. An ISR should not also wait for mutex, else it has to wai
other task or ISR section code to finish before the ISR can run.

10.8 | iNTRODUCTION TO REAL-TIME OPERATING SYSTEMS

. - ion system for applications, which
A Real-Time Operating System (RTOS) is 5:::&59@0?.2:0: sy VAEM .%M.Em.ogswqaa heans
require that system tasks and functions exccute with real-time constraints. Rex

0OS control returns to th
rol ta the LISR,

ds that the Interrupt has Qccurred, it starts and run the

|

& Currently exacuting thread,
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Example 10.16

Architecture, Programming and Design

I. A program can be such that I

g&ﬂ«!’ua.:nuﬁiia used in fully light
intervals.]

2. An embedded system may

LCD panel so that 1t takes less

ed room. [A sensor senses the light level ar specific
sl o g

need to run continuously, withoyt being switched off, the system
design, therefore, is constrained by the need to limit power dissipation while It Is running. Total
power consumption by the system in running, waiting and idle states should also be limited. A
program can provide for auto switch-over of standby mode In case of the m.«ﬁna not used within
2 specified time interval and stop mode when th. A

@ system not used for long intervals. l

® Disable Caches Mode Yetanother method is to disable use
Processor (tor example, caches) when not necessary, and to keep in dis C
units that are not needed during a particular software-portion execution (
The software designer should enable the use
obtain greater performanc
the remaining sections |

requirement. Hardware
Part of a cache enpt gets acty

%&CS& Power dissipation,

#10.10 | RTOS TASK-SCHEDULING MODELS

Following are he <common schedulin
1. Cooperative

of caches in a process
¢ dunng the run of a section of

g models used by schedulers.
schaduling of ready tasks in

a circular queue, Jt closely relates to function quene
~Scheduling. # g
72.C UOPeratve scheduling with precedence constraints
“3._Cyclic and round-robjn time-slicing scheduling

\\M\.unn..i,.: ve mhbnii_.am

s. eduling using ‘Earliest Deadline First’ (EDF) precedence
“__Rate monotonjc schedulin

7 Fixed-times scheduling
< Scheduling of periodic, sporadic ang aperiodic tasks
\o. Advanced scheduling algorithms for multiprocessors and for complex distributed systems
An RTOS common ly utes the codes for the multiple tasks as priori ty

7T0.10.1 Model for Preemptiye Scheduling

Preemptive scheduling means higher prioriry, task and ve
a lower priority task whenever the higher priority
Interprocessor communication, such as Semaphore or message.,

L. The preemption event takes place when an interru

Sﬁnﬂ?snaauum:._.nn n..::osiﬁ.o,m by the ISR. On this call to the RTOS, a token, the
\\ﬁ&%&&ﬁ. vent, is set. The context then switches to ISR,

2’ Each RTOS uses g system clock ticked by a SysClkIntr interrupt. The preemption event takes place
when the SysClkinir Interrupt  (real-time, clock-driven, software-timer interrupt) occurs at the
RTOS. On this es ent, RTOS takes control of the processor and checks whether it should let currently
executing task continue or to preempt it o make way for the higher priority task. This event makes

8 using ‘higher rate of events occurrence first® precedence

exec based preemptive scheduler.

ry high-priority ISRs preempt running of
ask is ready to run after receiving the pending

pt occurs, and just before the return from the

systems Il Basic Functions of O5 and RTOS
ting
me Opard

. e latter. Task yp, ~-, ,
Real Tl the switch of the flag to the Task then oy
to run, ON . chedulin U, v
ther higher priority Euwﬁnwaa blocked :_F_:.ﬂ hw__m M%v MM wmw_w(m.wp_wm m _m Wmmpﬁ 3 4
ano! i A A s : 3

=t te, re en any ¢ o 3 R |

transition to m:n m.”wn:. takes plac® “sn“_v to the RTOS, and if u:.E”MM ?nwwn“ nﬂﬂaq“ﬂ task the - _”_ HE

\w\jmu 1_.231”_..”“:3% message Ao_:wcu. [Now the preemption is befor 2 the critica) snzﬁ
= %E.::m Q_bwn control of the C ¥ .
be service . 3 e
ISSUE! - |
10.11 || OS SECURITY le patients, protection of the patients from any Onfusion An RTOS should
- T " ~==~2Nn e p: ‘

. Itiple processes and their
rea has to supervise mu ' 0 s . v
When a doctor has lo ! tive. When an oSt it
mbonion R _E%QMBOQ and resouree” :w_”vn_d".zn OS security issue is a criticq) is
: m omes 5 s
rotection O ther bec . ource exclusively or
amo_ﬁmw M.. peosiies 0L 60 E“ u”.rﬂq it has a control of a w<wﬁﬂomn MoBEos 10 a set Mq
or mix ines whe ont i
B e o sscs, or whether It - lusive control over a process and a free
i g e E.ﬂn_n ks of a file will have nxnn_” configures when a resource is sq
‘ oC! on
earilc, £ Rt E&:cm to all the w_.oanmmn.m_. M”MaO Mﬂ owu,.onnw.nnm.
. sees ¢ ]
space will have the acc se is shared with a de the configuration whenneeded, to fulfillthe req,.
B sl he flexibility tochange thee mm,uw memory blocks at an instance 3g .
e o _.h le, a process has a comrol o s are created, this can'be 22.55% -
; ’ ° : e
{ all the processes. For examp: o tee when more processe her .
olall he system accordingly. L cchanism and implement a system administrator (s) g "
noa_m:?mm. _oow_a provide a protection En:..iﬁ:ﬁc_. o e
. ._,__.ﬁ. - om..w For example, a system & osats)
momch“hwu..mana.ﬁna (and hence ﬁn—n.v“o changing the OS configuration? The OS needs 3 Protecs,
: ° . .
any What about issues of an %ﬁ_nnzmcziﬁo programmer can find a hole in the protection me
i i °=I . -
e e o uuv:nna.;:w the implementation of protection mechanisms and enfy
and gain an unauthorized access. s

i ‘es is a chal
of security policy for resources is

environment complicates n:m. _mmm_n.nnoaw.
Table 10.12 lists the security tun

Bor 5y,
Tue
,>+.n4.ﬂ. s

Processe 1,

<o,
late:

TS

—...521.

ﬂrﬂw..,ﬂn

llenging issuc before any OS software designer. The Dty

Table 10.12 Important security functions
d ters b A
ntrolli i e arameters by user processeg
ling read and write of the resources and p: : .
Controlled Resource MMM MM.“—__%P some resources write only for a process and some read only for,
L “set of processes.

Confinement Mechanism
Security Policy (Strategy)

Mechanism that restricts sharing of parameters to a ,mﬁ of processes aa«
Rules for authorizing access to the OS, v,w.mﬁ.: ns.a information. _.y?,:s n
example is a communication system g&im a policy of cnﬁ..«o._.y,ﬁ commyn-
cation (connection establishment preceding flow of data uur—,,nﬁ. /
Extemal authentication mechanisin for the user and a :.,nn:uz_ﬁ: 5 prev zw_ ,J |
application run unless the user is mem.ﬁ_,ﬂ_ and the system E_E_.E,:.wrwﬂ, %o% |
ware) authorised. Internal authentication for the process, u?._,E.r wﬁrﬂawﬁ.
not appear (impersonate) like other processes, User 293:.,..“.:6: ru:_g,r J
difficult if the user disseminates passwords or other authentication :.F . ._w )
User or process(s) allowed using the system resources as per s.a mwﬁ_:w _”Mn Mz
A tool to change information to make it F.Eﬁ,pZa by any other user or process
without the appropriate key for deciphering it.

Authentication Mechanism

Authorization Mechanism
Encryption
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‘Il RTOS INT -
E.k.m FERRUPY ¥
THE TAS LATENC
> KS AS vmzﬂOzZ\»Hm’mz_ﬂm_.ﬂﬁwMMme SIS0
E..u._ Latencyand Deadling

SasPerforms:
M_uo::_m_.no_ ManceMetricinScheduling
i and Aperiodic Tasks
A a o o
teney. Different _”Lnowm_e:. It should have minimum interrupt
.::_ov, are as follows: ¢els have bLeen proposed for measuring
atencies wi .

ith respect to the sum of the execution times

Models for Periodic

An RTOS v._:,:_r_ quickly and predic
Jatency and fust ..,c:_cz_-u,e_._r.:_.: tably re
g o e __2_.::_:::6:m .::c

tio of the sum of Inten e
PU load Tupt L

f
(U Worst-cuse

execution tiy i
ne .
With respect to mean execution time

Anterrupt latencies® i
CneIes” in varg
g various task
Mp__”.m:__ ﬁ::::.aq way to look n._..__c___“%_.nh.r_z can be used for evaluating performance metrics. The
spo ask. ormance. Worst-case performance can be calculated for a

73.2
_\3\ CPU Load as Performance Metric

Each task gives a load
: : to th
ﬁ.-mr. period means period um M.u M.Q ,._SE m.m:i.q.:E task evecution time divided by the task period.
A expects another character beft SCHovs Smr‘..__, Consider In_AOut_B intra network Receiver port
1ask execution time is also :M ore 172 ps, i.e. task period is 172 ps for 64 kbps data rate. If the
sk execution time when g :v us :z.:. the .OmC load for this task is 1 (=100%). In this case, the
tte CPU is I (less than _oc«M aracter is received must be less than 172 is as the maximum load of
The CPU load or sy : e s .

& tasks. For Enﬂ.: .dm:.qi load estimation in the case of multitasking is as follows: Suppose there
B | The timeouts ultiple tasks, the sum of the CPU loads for all the tasks and ISRs should be less
and fixed time-limit definitions for the tasks reduce the CPU load for the higher

riority tasks . : - . .
P ) so that even the lower priority tasks can run before the deadlines. What does it mean
underutilised and spends its

Hh_w:" .Em sum ow.:”_o CPU loads equal 0.1 (10%)? It means the CPU is
% time in a waiting mode. Since the execution times and the task periods vary, the CPU loads can

) Real Time Operating Systems Il Basic Functions of OS and RTOS
10.13:3 Sporadic Task Model Performance Metric

\a us consider the following parameters.

Ty = Total length of periods for which sporadic tasks occur
¢ = 'Total task execution time

T,, = Mean periods between the sporadic occurrences

T.. = Minimum period between the sporadic occurrences

. min
Worst-case execution-time performance metric, p is calculated as follows for worst case of a task
atz

in a model,
P= P wors™ @* Tiom /! Tow ) (e * Tyowm !/ Tein)-
£ occurrence of sporadic task = (T / T,,) and maximum rate of

It is becguse the average rate 0
sporadjetask burst = Tigu ! Tinine time.
)

0.14 || OS PERFORMANCE GUIDELINES

owing: memory management, interrupt handling and scheduling

0S performance affects most by the foll
functions.
Memmory is an important system resource that all programs use. Memory systems mean virual,
- physical and cache memory. Initialising, allocating and copying of memory address spaces are the
When memory resources

operations for the codes, data and heap (data generated while unning).
cted, the memory notifications are also issued. Tracking, analysing

become low or memory \eaks are dete:
memory usage, caching, purging and finding memory leaks in the application are the operations

» performed by OS.

Each operation requires time and resources. The time requircment, therefore, affects the overall

system performance. Performance guidelines in an OS are for efficient use of the memory in
systems. Guideline document provides background information about the memory systems and
how program uses them efficiently. Efficiency means right amount of memory s 10 be allocated at

the right instance.
A scheduling algorithm selects the p

scheme. Overall performance maximises
= Performance tuning means to optimise
Y. An understanding of the hardware,

rocess at given instance, which executes in given scheduling

the function of the 0S scheduler.
the real-time system performance (CPU and Memory

usages operating system and application is tequired.

also vary.

When a task needs to run only once then it is gperiodic (one shot) in a
:.,.w tasks that need to run periodically with the fixed periods can be period
CPU load very close 1o 1. An example of a periodic task is as follows. There
with predetermined periods, ‘and the inputs are in succession without any time gap-

When a task cannot be scheduled at fixed periods, its schedule is called Sporadic. For example, if @
task is expected to receive inputs al variable time gaps then the task schedule is sporadic. An example
s the packets from the routers ina network. The variable time gaps must be within defined limits.

A preemptive scheduler must take into account three types of tasks (aperiodic, periodic and sporadic)

:parately.

5 An ...mn:.o&n task needs to be preempted only once.
i) A periodic task needs to be preempted after the fixed periods and it must be execu

next preemption is nceded.
) A sporadic task needs to be checked for precmption after a minimum time period of its occurrence.
Usually, the strategy employed by the software designer is to keep the CPU load between 0.7=

n application. Scheduling of
ic and can be done with a~
may be inputs at a port

ted before its

’

(.25 for sporadic tasks.

G AND EXAMPLES

A5 #V MiDDLEWARE: MEANIN

n application using the OS

Middleware means the following:
" 1. Software which provides the services other than available to @ i e G
2. Software layer between applications and 0OS on each node in 2 distributed computing sysiem
nsisting

network - o
3. Software which enables an application two systems ¢
different OSs and hardware.

4. Software for data communic;
network.

o communicate between

ation and management in the distributed compuuing syster
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DESIGN CYCIE

The life cycle is referred as models. A typical simple product contains 5 phases-

Requirement analysis
Design

Development and test
Deployment

Maintenance

The embedded product life cycle model contains phases as follows-

Retirement Conceptualization

Upgrade Analysis

Dasign

Deployment

i) Need:

The embedded product is an output of ‘Need” from an individual/ public/ company. Based on
the need a proposal is prepared, reviewed by seniors, approved and then the preduct goes to
product development team.
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The types of need could be as follows

Mew or custom product development: Need for product which does not exist oras a
competitor for an existing product.

Product re-engineering: The market is dynamic and competitive. Therefore there is
always a need of making changes in an existing product design and launching its new
version. Product re-engineering includes Product maintenance (technical support to
end user), Corrective maintenance (corrective action following a failure} and
Preventive maintenance (scheduled maintenance to avoid failure)

ii) Conceptualization:

Itis a product development phase which begins after approval. In this stage the following
tasks are performed:

Feasibility study: It is the careful examination of need and it suggests solutions to
build product.

Cost Benefit analysis: This analysis involves identifying total development cost and
profits expected.

Product scope: This means knowing what is in the scope and not in the scope for the
product.

Planning activities: This covers various plans required for product development.

iii) Analysis:

This stage starts after the conceptualization phase is approved by the client. It concentrates
on developing functional model of product. The product is defined in detail with respect to
input, process and output. This stage determines the function performed by product.

Analysis and documentation: This phase analyzes business needs and purpose of
product. It also addresses various functional aspects and quality attributes.

Interface definition and documentation: This defines interface between product and
other parts of systems.

Defining Test plan and procedure: This defines the tests to be performed and what
should be included in the test. Some tests that are carried out are- Unit testing {unit/
module level), Integration testing (Integrating each module), System testing
(functional aspects) and User acceptance testing (meeting all requirements).

iv) Design:

The entire design of product as per requirements is done in this phase.

v) Development and testing:

This phase transforms design into realizable product.
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vi] Deployment:
Deployment is nothing but launching first fully functional model of product. It includes some
important tasks as follows-

« Notification of product deployment: Launching ceremaony details to stake holders and public.
s Execution of training plan: Train the end user.

« Product instailation: Install product to ensure it is fully functional,
+  Praduct - Post implementation review: To determine success of product.

vii) Support:

Support means operation and maintenance of product in product environment. The activities
arg-

= Tosetupa dedicated support wing
« Taidentify bugs and areas of improvement.
viii) Upgrade:

It is necessary to upgrade the product already present in market. Upgrades deals with feature
enhancement, bug fixes, etc.

ix) Retirement/ Disposal:

The product is declared as obsolete and is discontinued from market due to revolutionary
technology changes.
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VALLUVAR COLLEGE OF SCIENCE AND MANAGEMENT,KARUR

DEPARTMENT OF COMPUTER SCIENCE AND APPLICATIONS

EMBEDDED SYSTEMS

SUB.CODE: P16CSE2A
UNIT-I

2 MARK:
1.Define system.
2. Define Embedded systems.
3. What are the essential units of processor?
4. List out the types of the processor.
5. What is microprocessor?
6. What is microcontroller?
7. Define ROM image.
8. List out the types of language processors.
9. Define ISR.
10. Define RTOS.
11. List out any five structural units in a processor.
12. What is memory and list out its type?
13. Define RAM.

14. Define ROM.
15. List out the types of ROM.

16. What is serial access memory?
17. What is direct access memory?
18. Define cache memory.

19. What is virtual memory?

20.List out the design parameters to select the appropriate memory type.

CLASS:I-M.Sc.,(CS)



21.What are all the needs to be factored during processor selection for an embedded system?
5 MARK:

22) List out and explain the classification of embedded systems.

23) Discuss about DSP and ASSP.

24) Explain about the software in high level languages.

25) List out and explain the software tools in designing of embedded systems.

26) Briefly explain about the structural units in a processor.

27) How to select processor for embedded systems?

28) How to select memory for embedded systems?

10 MARK:

29) Explain about i) Final machine implementable software for a product
ii)Software in processor specific assembly language.

30) Explain about the memory devices.

31) Elaborate in detail about the allocation of memory to program segments and blocks and
memory map of a system.

UNIT-II
2 MARK:

1.Define ISR.

2. What is context in embedded system?

3. What is context switching in embedded system?
4. Define interrupt latency.

5. What is interrupt service deadline?

6. what are the criteria by which appropriate programming language is chosen for embedded
system of a given system?

7. what is the most important feature in C that makes it popular for an embedded system?
8. What is the advantage of polymorphism, when programming using C++?

9. What is a preprocessor directive?
10. Differentiate macros and functions.



11. Define data structure.
12. What is array?

5 MARK:

13) Briefly explain interrupt servicing mechanisms.

14) Explain about the context and periods for context switching.

15) Briefly explain about the assembly language programming and high level programming.
16) List out the program elements and its uses.

17) List out and explain the include directive for the inclusion of files.

18) Explain about the loops and conditions.

19) Explain the concept of table and hash table.

20) Explain in detail about the function pointers and function queues.
21) What is function calls and explain its usage.

10 MARK:
22) Explain in detail about the data structures with neat diagram.

23) What is object oriented programming and write the advantages and disadvantages of C++
and java.

UNIT-1I

2 MARK:

1. What is software analysis?

2. What is data-flow?

3. What is CDFG?

4. Define software implementation.

5. What is the benefit of the FSM?

6. Define petri nets.

7. What is state transition function?

8. Define petri table.

9. What is multiprocessor system?



5 MARK:

10) Briefly explain about the DFG model.

11) Write java program elements and explain its usage.

12) Briefly explain the CDFG model.

13) Explain about the state machine programming model and give some examples.

14) Explain about synchronous data flow model.

15) Differentiate between Functions,ISR, Tasks.

16) What is meant by a pipe? How does a pipe differ from queue?

10 MARK:

17) Explain in detail about the program models with an example.

18) Discuss about the modeling of multi processor system.

19) Explain with one example each, APEG,SDFG,HSDFG
UNIT-IV

1.What is meant by RTOS?
2.what is the role of RTOS in Embedded Systems?

3 Advantages of RTOS in Embedded Systems?

4. \What are the common OS services?

6.What are the Example for RTOS?

7.What are the two types of RTOS?

8.what are the Hard and soft real time systems?
9.What are the interrupt in RTOS?

10. What is interrupt routine in RTOS?
11.What is RTOS task scheduling?

12.what are the algorithm used in scheduling?

13. what are the two types of task scheduling ?



14.what is interrupt latency in RTOS?
15. What is interrupt response time?
16. How does a preemptive scheduling works?
17. How does a non preemptive scheduling works?
18. Define performance metrics in RTOS?
19.What are the characteristics of RTOS ?
5 MARK:
20) Briefly explain 1/0 system in RTOS.
21) List out and explain the RTOS services.
22) Explain about the preemptive scheduling.
23) Discuss about the scheduling of periodic, sporadic and aperiodic tasks.
24) Briefly explain the advanced scheduling algorithms using the problabistic petri nets.
10 MARK:
25) Explain in detail about the OS services in embedded systems.

26) Explain in detail about the interrupt routines in RTOS environment and handling of interrupt
source calls.

27) How to design an embedded system using RTOS.

28) List out and explain the following scheduling models i) Cooperative scheduling model

ii) Cooperative scheduling with precedence constraints iii) Cyclic and round robin scheduling
UNIT-V

2 MARK:

1) What are the approaches for the embedded system?

2) What are the components of the embedded system project management?

3) What is meant by embedded system design?

4) Explain codesign issues?

5) What is embedded system design process?

6) What is design metrics in embedded system?



7) What is the Design Cycle?
8) What is target system in embedded system?

9) What is a logic analyzer used for?

10) What are the Hardware—Software Codesign?

11) What is the phase representation in design cycle?

12) what is the use of software tools for development in embedded system?
13)What are the softwares used in embedded system?

14) What is the scope of embedded system?

15) What is the use of logic analyzer in embedded system?

16) What are the categories of a logical analyzer?

17) What are the core processors for project management in embedded system?
18) Define co-design.

19) Define co-design activities.

20) What is embedded hardware testing?
5 MARK:

21) How embedded system works in project management?

22) Explain about the design cycle.

23) List out and explain the uses of target system.

24) What are all the issues in embedded system design? and explain it.

10 MARK:

25) Elaborate in detail about embedded system design and codesign issues.
26) Discuss the uses of software tools for development.

27) Explain the uses of scope and logic analysis for system hardware tests.



VALLUVAR COLLEGE OF SCIENCE AND MANAGEMENT,KARUR
DEPARTMENT OF COMPUTER SCIENCE AND APPLICATIONS
EMBEDDED SYSTEMS
SUB.CODE: P16CSE2A CLASS:1-M.Sc.,(CS)
UNIT-I

2 MARK:

1.Define system.

2. Define Embedded systems.

3. What are the essential units of processor?
4. List out the types of the processor.

5. What is microprocessor?

6. What is microcontroller?

7. Define ROM image.

8. List out the types of language processors.
9. Define ISR.

10. Define RTOS.

11. List out any five structural units in a processor.
12. What is memory and list out its type?
13. Define RAM.

14. Define ROM.
15. List out the types of ROM.

16. What is serial access memory?
17. What is direct access memory?
18. Define cache memory.

19. What is virtual memory?

20.List out the design parameters to select the appropriate memory type.



21.What are all the needs to be factored during processor selection for an embedded system?
5 MARK:

22) List out and explain the classification of embedded systems.

23) Discuss about DSP and ASSP.

24) Explain about the software in high level languages.

25) List out and explain the software tools in designing of embedded systems.

26) Briefly explain about the structural units in a processor.

27) How to select processor for embedded systems?

28) How to select memory for embedded systems?

10 MARK:

29) Explain about i) Final machine implementable software for a product
i)Software in processor specific assembly language.

30) Explain about the memory devices.

31) Elaborate in detail about the allocation of memory to program segments and blocks and
memory map of a system.

UNIT-1
2 MARK:

1.Define ISR.

2. What is context in embedded system?

3. What is context switching in embedded system?
4. Define interrupt latency.

5. What is interrupt service deadline?

6. what are the criteria by which appropriate programming language is chosen for embedded
system of a given system?

7. what is the most important feature in C that makes it popular for an embedded system?
8. What is the advantage of polymorphism, when programming using C++?

9. What is a preprocessor directive?
10. Differentiate macros and functions.



11. Define data structure.
12. What is array?

5 MARK:

13) Briefly explain interrupt servicing mechanisms.

14) Explain about the context and periods for context switching.

15) Briefly explain about the assembly language programming and high level programming.
16) List out the program elements and its uses.

17) List out and explain the include directive for the inclusion of files.

18) Explain about the loops and conditions.

19) Explain the concept of table and hash table.

20) Explain in detail about the function pointers and function queues.
21) What is function calls and explain its usage.

10 MARK:
22) Explain in detail about the data structures with neat diagram.

23) What is object oriented programming and write the advantages and disadvantages of C++
and java.

UNIT-I1I
2 MARK:

What is software analysis?

What is data-flow?

What is CDFG?

Define software implementation.
What is the benefit of the FSM?
Define petri nets.

What is state transition function?

Define petri table.

© 0o N o g bk~ w D PE

What is multiprocessor system?



5 MARK:

10) Briefly explain about the DFG model.

11) Write java program elements and explain its usage.

12) Briefly explain the CDFG model.

13) Explain about the state machine programming model and give some examples.

14) Explain about synchronous data flow model.

15) Differentiate between Functions, ISR, Tasks.

16) What is meant by a pipe? How does a pipe differ from queue?

10 MARK:

17) Explain in detail about the program models with an example.

18) Discuss about the modeling of multi processor system.

19) Explain with one example each, APEG,SDFG,HSDFG
UNIT-IV

1.What is meant by RTOS?
2.what is the role of RTOS in Embedded Systems?

3 Advantages of RTOS in Embedded Systems?

4 What are the common OS services?

6.What are the Example for RTOS?

7.What are the two types of RTOS?

8.what are the Hard and soft real time systems?
9.What are the interrupt in RTOS?

10. What is interrupt routine in RTOS?
11.What is RTOS task scheduling?

12.what are the algorithm used in scheduling?

13. what are the two types of task scheduling ?



14.what is interrupt latency in RTOS?
15. What is interrupt response time?
16. How does a preemptive scheduling works?
17. How does a non preemptive scheduling works?
18. Define performance metrics in RTOS?
19.What are the characteristics of RTOS ?
5 MARK:
20) Briefly explain 1/0 system in RTOS.
21) List out and explain the RTOS services.
22) Explain about the preemptive scheduling.
23) Discuss about the scheduling of periodic, sporadic and aperiodic tasks.
24) Briefly explain the advanced scheduling algorithms using the problabistic petri nets.
10 MARK:
25) Explain in detail about the OS services in embedded systems.

26) Explain in detail about the interrupt routines in RTOS environment and handling of interrupt
source calls.

27) How to design an embedded system using RTOS.

28) List out and explain the following scheduling models i) Cooperative scheduling model

ii) Cooperative scheduling with precedence constraints iii) Cyclic and round robin scheduling
UNIT-V

2 MARK:

1) What are the approaches for the embedded system?

2) What are the components of the embedded system project management?
3) What is meant by embedded system design?

4) Explain codesign issues?

5) What is embedded system design process?

6) What is design metrics in embedded system?



7) What is the Design Cycle?
8) What is target system in embedded system?

9) What is a logic analyzer used for?

10) What are the Hardware—Software Codesign?

11) What is the phase representation in design cycle?

12) what is the use of software tools for development in embedded system?
13)What are the softwares used in embedded system?

14) What is the scope of embedded system?

15) What is the use of logic analyzer in embedded system?

16) What are the categories of a logical analyzer?

17) What are the core processors for project management in embedded system?
18) Define co-design.

19) Define co-design activities.

20) What is embedded hardware testing?
5 MARK:

21) How embedded system works in project management?

22) Explain about the design cycle.

23) List out and explain the uses of target system.

24) What are all the issues in embedded system design? and explain it.

10 MARK:

25) Elaborate in detail about embedded system design and codesign issues.
26) Discuss the uses of software tools for development.

27) Explain the uses of scope and logic analysis for system hardware tests.



