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UNIT IV

TWO MARK

1.What are the basic functions of device management?

    1.Keeping track of the status of all devices.

    2.Deciding on policy to determine who gets a device, for how long, and when.

       Three techniques for implementing the polices of device management:

                 *dedicated ,   * shared , and   * virtual

    3.Allocation-Physically assigning a device to process.

    4.Deallocation policy and techniques.

2.What are input or output devices?

An input device is one by  which the computer senses or feels the outside world. They are devices to read punched cards, punched paper tape , or messages typed on typewrite like terminals.

An output device is one by which the computer affects or controls the outside world. It is a device to punch holes in cards or paper tape, print letters and numbers on paper or control  the typing of typewriter like terminals.

3.What are the three parts of the functions of device management ?

i) I/O traffic controller – keeps track of the status of all devices, control units and channels.

ii) I/O scheduler – implements the policy algorithm used to allocate channel,  control unit , and device access to I/O requests from jobs.

iii) I/O device handlers – perform the actual dynamic allocations.

4.What is folding ?

The access time to read an arbitrary record on a drum like device is largely determined by the rotational speed. For a given device this  speed is constant. The effective access time can be substantially reduced by  recording each record at multiple locations on the device. Thus there are several alternate addresses for reading the same data record. This technique has also been called folding.

5.What I SPOOL? What are its major operations that  must be performed by the input SPOOL facility?

SPOOL is Simultaneous Peripheral Operations On Line .Two major operations must be performed by the input SPOOL facility .

1.to read physically each input card and store it on a DASD and 

2.to provide access to the DASD copy of the next input card to the job during execution.

FIVE MARKS

1.Discuss the techniques for device management.

 Three major techniques are used for managing and allocating  devices: (1)dedicated , (2) shared , and (3) virtual.

(1)Dedicated devices: A dedicated device is allocated to a job for the job’s entire duration . Some devices lend themselves to this form of allocation, It is difficult , for example, to share a card reader, tape, or printer. If several users were to use the printer at the same time, then it is not possible. Dedicated assignment may be inefficient if the job does not fully and continually utilize the device.

(2)Shared devices :Some devices such as disks, drums , and most other Direct Access Storage Devices (DASD) may be shared concurrently by several processes. Several processes can read from a single disk at essentially the same time. The management of a shared device can become quite complicated, particularly if utmost efficiency is desired . For example, if two processes simultaneously request a Read from Disk A, some mechanism must be employed to determine which request should be handled first. This may be done partially by software or entirely by hardware. Policy for establishing which process request is to be satisfied first might be based on (1)a priority list or (2) the objective of achieving improved system output.

(3)Virtual Devices : Some devices that would normally have to be dedicated may be converted into shared devices through techniques such as SPOOLing. For example , a SPOOLing program can read and copy all card input onto a disk at high speed . Later, when a process tries to read a card, the SPOOling program intercepts the request and converts it to a read from the disk. Since a disk may be easily shred by several users, we have converted a dedicated device to a shared device, changing one card reader into many virtual card readers. This techniques is equally applicable to a large number of peripheral devices , such as teletypes, printers, and most dedicated slow input/output devices.

2.Explain I/O Traffic controller.

· The I/O traffic controller is primarily concerned with mechanics. The traffic controller maintains all status information. The traffic controller answers three  key questions.

1.Is there a path available  to service an I/O request ?

2.Is more than one path available?

3.If no path is currently available, when will one be free?

· In order to answer these questions the traffic controller maintains a database reflecting status and connections. This  can be accomplished by means of Unit  Control Block (UCB), Control Unit Control Block(CUCB), and Channel control Block(CCB). This is given in the following figure.

Unit Control Block (UCB)                                Channel Control Block (CCB)          

	Device unit identification

	  Status of device

	List of control units connected to this device

	List of processes waiting for this device


	Channel  unit  identification

	  Status of  channel

	List of control units connected to this channel

	List of processes waiting for this channel


          Control Unit Control Block

	Control unit identification

	Status of control unit

	List of devices connected to this control unit

	List of channel connected to this control unit

	List of processes waiting for this control unit


· The first question can be answered at the desired UCB and working back through the connected control units and channels trying to find a combination that is available .In a similar manner it is possible to find all available paths. The second question is important when the I/O configuration is not symmetric  since  

                                                           Assymetric  I/O configuration


                                                                                                                                                                                                                                                                                                                                                                                            
                                                                                                

· Thus one path may conflict with fewer I/O requests than another path. In the figure there may be  up to five different paths to device H, yet only one possible path for either device G or I . Under  heavy I/O loads , there will not be a path available at the time an I/O request is issued by a process. When an I/O completion interrupt occurs one or more components become available again. If hundreds of I/O requests were waiting ,then this could be time consuming. An efficient approach would be to list  all  I/O requests that are interested in the component in the control block. Only those particular I/O requests would then have to be examined.

3.Explain input SPOOL function.

Two major operations must be performed by the input SPOOL facility:

1.to read physically each input card and store it on a DASD and 

2.to provide access to the DASD copy of the next input card to the job during execution.

· This latter operation is performed at the specific request of the running job via the READNEXT call. The read and the store operation must be performed independently of the job since, in fact, it must be completed  before the job even begins. The storing of input cards physically read from the card reader is done as soon as the input is completed. Thus the operation is initiated in response to the I/O complete indication from the card reader. This type of operation is called interrupt-driven. The call side and interrupt side of the input SPOOL cannot function independently. The interdependencies and coordination are handled by means of certain shared databases. The particular databases used are illustrated in the figure.

                             Major database in the SPOOL system                            SPOOL                                                                                                                                                                                                                                            

                           CALL READNEXT                                                                                   Databases



	Name
	Last card Read
	Pointer to SPOOL table

	A
	3
	

	B
	7
	


                                         Input SPOOL table                                                                                     

                                                                                                                               Input DASD

	
	Name
	Status
	Length
	Location

	1
	A
	Run
	6
	

	2
	B
	Run
	7
	

	3
	C
	Hold
	3
	

	4
	D
	Input
	-
	

	5
	E
	Input
	-
	

	6
	  -
	Available
	-
	


                                               

	
	Last card 

Reader
	Pointer to SPOOL Table

	1
	3
	

	2
	2
	


                                 Reader table                                                                    

job F  job D        reader 1

    job E                reader

· The key database in the figure is the Input SPOOL Table. It maintains indication of the status of each input DASD storage area .A given SPOOL area may be unused in which case it is available  for use. If it is being used to hold an input deck it may be in either input, hold, or run status: 

Input: The input deck is still being read.

Hold : The input deck has been completely copied onto the DASD but the corresponding job has not been started yet.

Run : The corresponding job id currently running and is reading the input data from the SPOOL area. The SPOOL table also stores the length of the  input deck and the user assigned job name for record and accounting purposes. Finally the physical location of the SPOOL area is noted 

10 MARKS

1.Explain I/O Device Handlers.

There is a different device handler algorithm for each type of I/O device.

Rotational Ordering:
· Several I/O requests may be waiting for the same device. There may be significant variations in the access times  for a device. Certain orderings of I/O  requests may reduce the total time required to service the I/O requests . Consider the drum like device that has only four records stored in it. 

                                Rotation direction



                                                                                                         Speed = 20 milliseconds per rotation

              Read head

                       Simple drum like device illustrating rotational ordering

· The following  four I/O requests have been received and a path to the device is now available.

1 Read record 4

2 Read record 3

3 Read record 2

4 Read record 1

· There are several ways that these I/O requests can be ordered to accomplish the same result.

· Ordering A : If the I/O scheduler satisfies the request by reading record 4,3,2,1 ,then the total processing time equals 3.

· Ordering B : If the scheduler satisfies the request by reading record 1, 2, 3,4 , then the total  processing time equals 1.1/2 .

· Ordering C : If the ordering is 4,1,2,3, then processing time is 1.

· To accomplish ordering C it is necessary for the device handler to know the current position for the rotating drum . This hardware facility is called rotational position sensing.

· To select rotational ordering some policy decisions are made. Drum requests require a two part address:

· Track number and record number. If the requests are 

Track 1,record 1   

Track 1, record 3

Track 2, record 2

Track 2 , record 3

· Track 3, record 1   then , requests 1 and 5 and requests 2 and 3 are mutually exclusive since they reference the same record number. Sorting the requests on the basis of record number is often called slotting.
Alternate Addresses 
· The access time to read an arbitrary record on a drum like device is largely determined by the rotational speed. For a given device this  speed is constant. The effective access time can be substantially reduced by  recording each record at multiple locations on the device. Thus there are several alternate addresses for reading the same data record. This technique has also been called folding.

· Consider a device that has eight records per track and a rotation speed of 20 ms. If record A is stored on track 1, record 1, on the average it would take half a revolution  -10 ms- to access record A . If a copy of record A is stored at both track 1, record 1 and track 1,record 5, then by always 
accessing the ‘closest’ copy using rotational position sensing, the effective access time can be reduced. It can also be reduced further by storing more copies of the same data record.

Seek ordering  

· Moving-head storage devices have the problem of seek position in addition to rotational position. I/O requests require a three part address :cylinder number, track number and record number. If the requests  : cylinder 1, track 2, record 1

cylinder 40, track 3, record 3

 cylinder 5, track 6, record 5

cylinder 1, track 5, record 7

were processed in the order shown, a considerable amount of time would be spent to move the seek arm back and forth. A more efficient ordering would be :

cylinder 1, track 2, record 1 

cylinder 1, track 5, record 7

cylinder 5, track 6, record 5

cylinder 40, track 3, record 3

· These requests are in minimum seek time order that is the distances between seeks have been minimized. There are many other possible seek orderings. When rotational position is important it is sometimes better to seek a further distance to get a record that will be closer rotational position. In both the minimum seek time and minimum service time cases the ordering was determined by the current I/O requests for that device. New requests are likely to occur while the original ones are being satisfied. In this original I/O requests may be poor when the new I/O requests are considered. It is impossible to know what  future request will be . Several schemes have been used to minimize the negative effects of future I/O requests. Usually the orderings will be reevaluated after each individual request has been processed so as to allow consideration of any new requests. Unidirectional or linear sweep service time ordering is a technique that moves the arm monotonically in one direction. When the last cylinder is reached or there are no further requests in that direction , the arm is reset back to the beginning and another sweep is started. This technique attempts to decrease the amount of back and forward arm thrashing caused by the continued arrival of new I/O requests.

2.Explain Input SPOOL algorithm.

· In addition to input  SPOOL table there are two supplemental databases :

1. The reader table maintains information on the status of each physical card reader and the corresponding input SPOOL area being used , and 

2. The job table maintains information on the status of all jobs currently running and the corresponding SPOOL area being used as a virtual device.

· Overall algorithms are illustrated in the following two figures (a) and (b).

· When entry is made into the system either via a call or an interrupt , the corresponding job table or reader table entry respectively is determined . The correct SPOOL table and SPOOL area can then be determined . In both cases the blocks of the SPOOL area are processed sequentially. For example if the DASD is organized  as one hundred 80 byte records per track and twenty tracks per cylinder, the SPOOL table entry designates the cylinder number,  and

 track number=card number/20 

record number =reminder[card number/20]

Thus card 1 = (track 0, record 1) on the cylinder, and card 15 = (track 1 , record 5) etc. 

           Figure (a)   Interrupt  side of input SPOOL program


                              I/O complete interrupt

                                      from reader i

                                                                                           Interrupt side


                                      no                                          yes










    

            Return

             ( i.e LPSW)

· Figure (a) illustrates the algorithm used by the interrupt side of the input SPOOL program. Whenever there is an I/O complete interrupt from a reader the input card is stored in the next sequential record location in the appropriate SPOOL area. Before returning to the point of interrupt , I/O is initiated for the next input card.  

· The interrupt side also  recognizes the special job card used to start each input deck and thereby  serves to separate input decks.   When such a card is read , the previous input SPOOL area is known to be complete  and is placed in ‘hold’ status . An available SPOOL  table entry and SPOOL area must be found for the new input deck. The entry is then set to ‘input’ and information such as job name is transferred from the job card to the SPOOL table entry. The reader table entry is then updated to refer to the correct SPOOL table entry and the last card read field is reset to 1. After these tasks have been completed normal interrupt  side processing is performed .

· The call side operates at the specific request of the user’s job as a result of READNEXT calls. The job’s entry in the job table is determined  and a check is made to determine if all the input has been read(i.e last card read = length of input ). 

                                                   Figure (b) : Call side of input SPOOL program


                                                  CALL READNEXT 

                                                           from job j



                                                                                                            call side


                            no                                                                              yes 




                                                                                                 Returnjob with error

                                                                                                 indicator ‘no more input’



        return input card

            to job                                    

· If so the SPOOL table entry’s status is set ‘available’ and a special error return code is returned to the job. Otherwise the next input card input card is read from the DASD SPOOL area and returned to the job. 

UNIT V

TWO MARKS

1.What are the basic functions of information management ?
*Keeping track of all information in the system through various tables.

*Deciding policy for determining where and how information is stored and who gets access to the   

    Information.

*Allocating the information resource.

*Deallocating the resource.

2.What is file system?

A file system is concerned only with the simple logical organization of information . It deals with collections of unstructured and un-interpreted information at the operating system  level. Each separately identified collection of information is called a file or data set.

3.What are the responsibility of physical file system ?

1.Conversion  of logical byte string request into physical Block Number and offset .

2.The physical organization table.

3.Communication with allocation strategy module and the device strategy module.

4.What are the access methods ?

1.Sequentially structured fixed –length records.

2.Sequentially structured variable-length records.

3.Sequentially structured keyed records.

4.Multiple-keyed records.

5.Chained structured records.

6. Relational or triple structured records.

5.What is Free Chain ?

This another approach to chain together all free blocks. In this case , there is no searching required. Whenever a block is needed, it is removed from the front of the chain. Conversely, when the block is deallocated , it is placed on the beginning of the chain.

FIVE MARKS

1.Write the steps that must be performed to satisfy a request 

 READ FILE (ETHEL)  RECORD(4) INTO LOCATION (12000) .

Step 1: The file directory is searched to find the entry for ETHEL

Step 2: Information about ETHEL is retrieved and extracted from the file directory entry, namely: logical    record size, of first  address of first physical block, and protection and access control information.

Step 3: Based on the protection information , a decision is made whether to allow the requesting process to access ETHEL.

Step 4:The logical record address specified (record 4 of ETHEL) is transformed into a logical byte address

             Logical byte address = (record number-1)*(record size) which is(4-1)*(500)=1500

Step 5: The logical byte address is  then transformed into a physical byte address. Logical byte address 1500 corresponds to byte 500 within the second   byte physical block of ETHEL , which corresponds to physical block 7.

Step 6: Physical block 7 is read into a 1000 byte buffer area in main memory. This is accomplished be an I/O program .

Step 7: Record 4 is extracted from the buffer area and moved into the user’s area at location 12000. That is  location 500 through 999 of BUFFER are moved to locations 12000 through 12499 in main memory.

2.Explain Sequentially structured variable length records.

· For this record organization, the user views his file as a sequence of records of possibly differing lengths. This structure is useful for storing names, employment histories, and printer output as given below 

· Sample of sequentially structured variable length records

Record 

number           1                2                3                           4             5

	Jones                                                                                      
	Donovan
	Zaborowski
	Madnick
	  Lee


     Lengths|( 5 (|(   7    (|(10          (|(   7   (|(3      (|

· There are various ways of storing these records. To identify the boundaries of   each record a format can be used to handle , In this approach the length of each record is stored in the file.

                    Sequentially   structured  variable length records

Record 

number                      1                                  2                                   3                                           4  

	l1
	data
	l2
	Data
	l3
	Data
	l4
	data


Lengths          |(      l1        (|         |( l2              (|         |(   l3    (|      |(l4    ( 

   ln   -- denotes length of record number n

Sequential Access

· A  Sequential access might look like

· READ  FILE (NAMES) NEXT INTO LOCATION (BUFFER) LENGTH(N)

· Where the variable N is set to the length of the record that was read. The length of BUFFER area must be equal to or larger than the largest record in the file. Assume that ln is 2 bytes long. If the CLBA is set to the beginning of the length of the field for the next record, the length ,N , can be extracted from the 2 byte string at location CLBA . The record itself can be then be read as the N-byte string at location 

CLBA +2 . The CLBA is updated in preparation for the next request by CLBA = CLBA + 2 + N.

Direct Access

· A direct access request would be look like

· READ FILE(NAMES) RECORD(3) INTO LOCATION(BUFFER) LENGTH(N)

· The logical byte address for a direct access to a sequentially structured variable length record is found by sequentially through records until we find the right record. That is , if record 3 is requested 

CLBA = l1 + 2 + l2 + 2

· Where l1 and l2 are the length of the record 1 and record 2 and can be found by accessing these records sequentially.

· Direct access can be very inefficient but there are several methods for improving the efficiency such as the following :

1.Keep track of the umber and address of the last record requested. If the present request is a record number larger than the last one accessed then go forward. If less then start sequencing from the beginning of the file.

2.Keep the table of record numbers and LBAs.

3.Each  time a record is accessed its LBA could be kept by the user’s program for possible future use. This would make possible very fast subsequent accesses.

3.Explain Sequentially keyed records

· A different type of access is based on content rather than record number or address. An example is request for the record containing Madnick’s payroll information .

Record 

number           1                2                3                           4             5

	Jones                                                                                      
	Donovan
	Zaborowski
	Madnick
	  Lee


     Lengths|( 5 (|(   7    (|(10          (|(   7   (|(3      (|

· Such single  keyed records is given below. Where k1,…,kn denote keys . e.g., k4 = Madanick 

   Sequential single keyed record                    

	k1
	1
	K2
	2
	k3
	3
	k4
	4


                                         K1 < k2 < k3 < k4

· All records are kept in ascending order based on the keys, i.e., k1, k2 , k3 etc.

· For example Madnick would follow Donovan but precede Ziering.  The logical byte address for either sequential or direct access may be computed by searching all records for the one with the correct key. In order to avoid such a massive search , a separate Symbol table or Index table file may be used to indicate correspondence between keys and the LBA of the record.

Sample index table of above figure

	Key
	location

	ADLER
	

	DONOVAN
	

	MADNICK
	

	ZIERING
	

	.

.

.
	.

.

.


       K1

       K2

       K3

       K4

· In practical system the Index table may be divided into levels. 

· The following figure gives the structure used by( ISAM). 

                                                An ISAM Structuring

                                                   Location files

Master index                          Secondary cylinder index                     Datafiles  

	Key
	Loc

ation

	Alfred-Allen
	

	Allen-Axxx
	

	


	


                                                                                                                    

	key
	Location

	    A’s                                                                                                       
	

	B’s
	

	C’s
	

	D’s
	

	
	    .

    .

    .

	Y’s
	

	Z’s
	










Created during

Initial load



· The master index points to the secondary index . The secondary index contains the starting location of subsets of the data items.

· Every nth  record in the  file left empty  for inserts. A request requires  one access to the master index , one access to the secondary index, and a sequential search of the records in the subset.

· This scheme will work well under the following conditions :

1.Most entries are initially created all at once and submitted in sorted form.

2.Insertions or deletions are a small portion of the file in order to minimize use of overflow areas.

3.The functions use sequential reference by key order.

TEN MARKS

1.Briefly discuss General model of a file system.

The following figure indicates the key components of a file system. The components in this file  system are organized as a structured hierarchy. Each level in the hierarchy depends only on levels below it. This concept improves the possibility  of systematic debugging procedures. For example , once the lowest level is debugged changes at higher levels have no effect . Debugging can proceed from lowest to highest levels. 

                                  Hierarchical model of a file system 

                                                   Request











                 (If write)




                              Device management


· Depending on the structure of a specific file system certain of the modules in the above figure may be merged together, further subdivided, or even eliminated , but the underlying structure should still be same.

File directory maintenance

· In a basic system the programmer must keep track of available storage space and maintain the file directory by control cards .If the entire file directory is kept in the main memory all the time a significant  amount of memory may be needed to store it. If the file directory is stored on the volume the files may be transferred to another system by physically transferring the volume containing these files as well as the corresponding file directory. And also it may take substantial amount of time to search to each access for a file.  If we copy the entries for files that are currently in use into main memory ,the searching time can be reduced.

Symbolic file system

· The processing step is Symbolic File System(SFS). A CALL would be :

· CALL SFS(function, file name, record number, location)

· The Symbolic File System uses the file name to locate that file’s unique file directory entry. The file directory is divided into two separate directories , a Symbolic File Directory(SFD) and a Basic File Directory (BSD) as shown below.

                A sample of symbolic File System

	
	name
	Unique

Identifier

(ID)

	1

2
	Marilyn

Ethel
	3

5


                                    16 bytes         4 bytes

             A sample Basic File Directory

	ID
	Logical

Record

size
	No. of logical records
	Address of first physical record
	Protection and access control

	1

2

3

.
	-

20

80

.
	-

3

10

.
	0

1

2

.
	Basic file directory

Symbolic file directory

Access by everyone

.




· The Symbolic file system must search the symbolic file directory to determine a unique identifier(ID) for the file requested . This ID is used instead of the file’s name to locate entries in the Basic File Directory.

· The processing of Basic File Directory :  CALL BFS(READ,5,4,1200). The table of active file entries  is called as the Active Name Table (ANT). 

Basic File System

· The second processing step is:

· CALL BFS(function, file ID, record number, location)

· The Basic File System uses the file ID to locate that file’s entry in the Basic File Directory and copies the entries into the main memory. The BFD entries for active files are saved in an Active File Table(AFT). A AFT entry is used instead of the file ID for the next step , the access control verification(ACV).

Access control verification

· The third processing step is :

· CALL  ACV (function, AFT entry, record number, location).

· The access control verification acts as check point between the Basic file system and the Logical file system. It compares the desired function with the allowed accesses indicated in the AFT entry. If the access is  not allowed , an error condition exists and the file system request is aborted. If the access is allowed , control passes directly to the Logical File System.

Logical File System

· The fourth processing step is :

· CALL LFS(function, AFT entry record number, location)

· The Logical File  System converts the request for a logical record into a request for a logical byte string. 

· Logical Byte Address = (Record Number-1) * Record Length

· And

· Logical Byte Length= Record Length

Physical File System

· The fifth processing step is:

· CALL PFS(function, AFT entry, byte address, byte length, location)

· The physical file system uses the byte address plus the AFT entry to determine the physical block that contains the desired byte string.

· Physical Block Number= Logical Byte Address/physical block size + address of first physical block

· The location of the byte string within the physical block can be determined by:

· Physical Block Offset = reminder[logical block address/physical block size]

· The information is kept on the storage volume itself and read into the Physical Organization Table(POT).

Allocation Strategy Module

· The Allocation Strategy Module(ASM) is responsible for keeping track of unused blocks on each storage device.

· CALL ASM(POT entry, number of blocks, first block)

· The ASM can be invoked by a special setup procedure such as the CREATE command.

Device Strategy Module(DSM)

· The DSM converts the physical block number to the address format needed by the device.

· I/O Scheduler and Device Handler

· They schedule and perform the reading of the physical block containing the requested information.

2. Discuss Physical File System.

· The primary function of the PFS is to perform the mapping of  Logical Byte Addresses into Physical Block Addresses.

Minimizing I/O Operations

· The number of I/o operations can be reduced by keeping track of which physical blocks are in core. For each I/O read operation a physical block is copied into a buffer in main memory. If the block is already in the buffer the I/O read operation can be skipped. This technique often called file buffering has a number of variations. For example a separate buffer may be assigned to each opened file or a pool of buffers may be shared by all files.

Allowing Logical Record Size Independent of Physical Block Size

· A physical record must hold some integral number of logical records. The programmer desires to process logical records of lengths that are not an even factor of block length. There are various ways to solve this problem. The following steps gives the benefit of allowing logical records that are larger than the maximum size physical block.








                                                                                                

                                                                                                      Yes

                                                                       No 

Allowing  Noncontiguous allocation of file space
· If the physical blocks of a file are not contiguous a different algorithm is needed to map from logical byte address to physical block number. Two popular techniques are 

1.Chained blocks

2.File maps

Chained Blocks :

· In a chained blocks mapping each physical block contains the address of the next logically contiguous block. The Basic File Directory entries contain the address of the first physical blocks, but subsequent basic addresses are found by means of the address pointers(called Chains). The address pointer may be stored within the physical block, thereby decreasing the data capacity of the block slightly or part of the header file of the data block. The chained block approach is efficient for sequential access to the blocks, but quite inefficient for the direct access.

File Maps

· Another approach to noncontiguous allocation is to use a File Map Table to map each logical block address to its physical block address. This file map may be stored as part of the entry in the BFD or in a separate block. When the file is opened all or part of the file map is copied into memory as part of the Active File Table information. In this way the mapping can be done efficiently as the contiguous allocation mapping. The mapping function becomes

· Physical Block Address =File Map(Logical Byte Address/block size)

· Which is just an index table access.

· If the file map is very large it may require several physical blocks. In this case it is necessary to have file maps for  the file maps.
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Perform SIO to start read for next card





Set last card read field = 1





Does last card read = length of input   SPOOL ?   





Set status to ‘available’





Increment last card read field (job table)





Read input card from DASD





Name      data 


Alfred      data





Out of sequence


Allen





Axxxx


Out of sequence





Overflow area














Symbolic file system module(SFS)





Basic file system module (BFS)





Access control verification module(ACV)





Logical file system module (LFS)


[Access methods, file structure]





Physical file system module (PFS) 


[file organization strategy]





Device strategy module





Allocation strategy module





Initiate I/O





Device handler





Input  variables =


 logical byte  address(LBA)


logical byte string length(LBL)


user’s record buffer address (URBA)








Relative block number(RBN)=LBA/physical block  length(PBL)


Physical block number(PBN) = RBN + address of first block of file(from ABT)


Physical block offset(PBO)=reminder of LBA/PBL





Read block PBN into system buffer (unless in buffer already)





LBA=LBA+ALBL


URBA = URBA+ALBL





LBL=0?





LBL=LBL-ALBL





return





Move ALBL bytes of data from offset PBO in system buffer to URBA





Available logical byte string length (ALBL)=minimum of LBL and PBL-PBO








