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WHAT IS  N O R M A L  D ISTRIBUTION?

 In a normal distribution, data is symmetrically 
distributed with no skew .

 When plotted on a graph, the data follows a bell 
shape.

 Most values clustering around a central region and 
tapering off as they go further away from the 
center.

 Normal distributions are also called Gaussian 
distributions or bell curves because of their shape.



WHAT I S S K E W N E S S ?

 Skewness is a measure of the asymmetry of a 
distribution.

 A distribution is asymmetrical when its left and 
right side are not mirror images.

 A distribution can have right (or positive), left (or
negative), or zero skewness.

 A right-skewed distribution is longer on the right 
side of its peak.

 A left-skewed distribution is longer on the left
side of its peak.





M E A S U R E S O F C E N T R A L T E N D E N C Y

 Measures of central tendency help you find 
the middle, or the average, of a dataset.

 The 3 most common measures of central 
tendency are the mode, median, and mean.

 Mode: the most frequent value.

 Median: the middle number in an ordered 
dataset.

 Mean: the sum of all values divided by the total 
number of values.

https://www.scribbr.com/statistics/mode/
https://www.scribbr.com/statistics/median/
https://www.scribbr.com/statistics/mean/


MODE

 The mode is the most frequently occurring value 
in the dataset.

 It’s possible to have no mode, one mode, or more
than one mode.

 To find the mode, sort your dataset numerically
or categorically.

 Select the response that occurs most frequently.

 Mode describes qualitative data.



 Example: Finding the mode in a survey, you ask 9 
participants whether they identify as conservative, 
moderate, or liberal.

 Frequency table to count up the values for each 
category.

 Mode: Liberal

 The mode is most applicable to data from a nominal 
level of measurement.

Political ideology Frequency

Conservative 2

Moderate 3

Liberal 4



 Nominal data is classified into mutually 
exclusive categories, so the mode tells you the 
most popular category.

 For continuous variables or ratio levels of 
measurement.

 The mode may not be a helpful measure of 
central tendency.

 There are many more possible values than there 
are in a nominal or ordinal level of measurement.

 It’s unlikely for a value to repeat in a ratio level 
of measurement.





M E D I A N

 The median of a dataset is the value that’s 
exactly in the middle when it is ordered from 
low to high.

 Median of a finite set of values which divides the 
set into two equal parts.

 Median of an odd-numbered dataset

⚫ For an odd-numbered dataset, find the value that lies 
at the n+1 position, where n is the number of values 
in the 2 dataset.





 Even Number of Observations

 If the total number of observation is even, then 
the median formula is:

 where n is the number of observations

 For a set there is only one median for data.





M E A N

 The arithmetic mean of a dataset (which is 
different from the geometric mean) is the sum of 
all values divided by the total number of values.

 It’s the most commonly used measure of central 
tendency because all values are used in the 
calculation.

 It is the descriptive measure of the average

 The formula for calculating the arithmetic mean 
is,

Arithmetic Mean (x̄) = Sum of all observations / 
Number of observations



P O P U L A T I O N V E R S U S S A M P L E M E A N

 A dataset contains values from a sample or a 
population.

 A population is the entire group, while a sample is 
only a subset of that population.

 While data from a sample can help estimates about a 
population

 But only full population data can give you the 
complete picture.

 In statistics, the notation of a sample mean and a 
population mean and their formulas are different.

 But the procedures for calculating the population and 
sample means are the same.







 Sample of 8 neighbors how much they spent the 
last time they went out for dinner, and find the 
mean cost.





RA N G E

 The Range is the difference between the lowest 
and highest values.



 The range can sometimes be misleading when 
there are extremely high or low values.



Representation of data



Introduction

Data and its types

Methods of data presentation

Discuss on



Introduction

Data are a set of facts.

● Data - purpose of collection. 

● Collected data - utilization.

● Information the data are conveying and how the data can be used.



Data are available in a raw format

—> summarized

—> organized

—> analyzed 

Each data set needs to be presented in a certain way depending on what it is 
used for. 

Planning how the data will be presented is essential before appropriately 
processing raw data.

Aim: Roles and appropriate use of text, tables, and graphs (graphs, plots, or charts), 

which are commonly used in reports, articles, posters, and presentations. 



Line graph with whiskers



Table - Values are expressed as mean ± SD



Advantages of diagrams and graphs:

● Attractive and create lasting impression

● Make comparisons simple

● Forecasting using available data

● Can understand relations between variables

● Location of descriptive statistical measures is possible.



Types of diagrams:

—> Bar diagrams (Qualitative data) - Simple, Multiple, Subdivided, percentage

—> Pie diagram

—> Pictograms

—> Cartograms

















Pie diagram



The total earnings of person X 
are Rs. 3,600 per month basic, 
plus 10% as transport and meals 
allowance on the monthly salary.

Q: 
Calculate the amount of 
expenditure on education 
and maintenance per 
month, if a person X pays 
23 % of its total earnings 
as Education and 
Maintenance of children?



Sol: 
Total Emoluments = 3600 + 10% of 3600 = Rs. 3960

So 23% of 3960 = Rs. 910.8



FREQUENCY DISTRIBUTION

“Classification of a random variable into a no. of classes or CI indicating 
frequency the C or representatives of CI occur in the data”

Classify qualitative and quantitative data - frequency table

Graphical representation of a frequency distribution → Cumulative frequency 
graphs / Ogives

Types: Relative and percent relative frequency



Frequency distribution



Species Frequency (f)

Relative frequency - Discrete data 



Cumulative frequency distribution

Frequency (f) Cumulative 

frequency

% cumulative Rf

= Rf /Σf  x 100

8 8

2

10

7

1

Σf = 

Calculate….



Classes Frequency (f) Relative 
frequency

Rf = f/Σf 

% Rf

= Rf x 100

Crustaceans 105

Molluscs 5

Penaeid shrimps 84

Non-penaeid 
shrimps

73

Teleosts 91

Σf = 358

Frequency distribution Calculate….



Discrete frequency distribution

Class 
interval

(No. of  fin 
rays)

Midpoint

11+21 / 2

Frequency (f)

(No. of  fins)

Relative 
frequency

Rf = f/Σf 

% Rf

= Rf x 100

11 - 21 16 5

22 - 32 3

33 - 43 4

44 - 54 2

55 - 65 1

Σf = 

Tally option…..in a data pool

Calculate….



PROBABILITY DISTRIBUTION

- Observed frequency distribution (Experimental data)

- Theoretical frequency distribution (Assumptions; hypothetical 
computation)

1. Binomial 2. Poisson 3. Normal



Probability distribution
Chance (p) - The no. of times (N) an event occurs in a very large number of trials (X).

P = X / N (p can vary from 0 to 1); 

No. of individuals is limited or less individuals, denote “ f ”; 

No. of individuals are large, denote “ρ”

If X = 0, then f = 0 and ρ = 0

If ρ = 1, then P = X / N will be 1 = X / N.     So X = N (Probability of a win or lose).



Calculating relative frequency or Empirical probability P(A):

P(A) = Frequency of occurrence / No of trials

Basic laws of probability:

1. If probability of occurrence of an event is 1, event will occur certainly.
a. If closer to 1, event will likely occur.

1. If probability of occurrence of an event is 0, event will never occur.
a. If closer to 0, less likely the event will occur.

1. Probability of any event must assume a value between 0 and 1.

1. Probability of sample space in any experiment is always 1.



Probability distribution (P):
The numerical quantity (value) obtained by the outcome of a random

experiment is random variable.

This random variable have various values or sets of values with different probabilities
under different conditions or from different sample size.

If different sample size “n” in a population is considered, the “mean
calculation” is considered the random variable.

The probability of occurrence 
of outcomes → P

Sum of all probabilities in a 
pd is “ 1 “



Probability distribution types (2):

Binomial distribution Standard Normal 
distribution



Frequency distribution
Frequency distribution of a variable or CI is of two types:

1. Observed frequency distribution = Actual data of an experiment.

1. Theoretical frequency distribution = On assumptions; hypothetical
populations; ideal and reasonable distributions.

a) Binomial distribution

a) Poisson distribution

a) Normal distribution

Discrete / random variability 
distribution

Continuous variability distribution



Binomial 
distribution

● Random variables and its 
distribution

● Only two mutual outcomes each 
with a known probability

Ref only…

Dichotomous classification









Population parameters of a binomial distribution:



Ref only…

Example:



Poisson distribution

● It is a discrete probability distribution.
● In binomial distribution, both outcomes → Success and failures are known.
● But in some situations,

successes are known (no. of times an event does occur);
failures are not known or cannot be predicted or calculated,

This type of distribution → Poisson distribution (Simeon Denis Poisson)



● Poisson distribution represents
the probability distribution of
rare events, prob. of occurrence
is very small.

● Here,
○ No. of trials / events (n) is

very large to infinity, but
the probability of success
(P) is small for each event.

● So value of

n.p = “m” = constant “ 
mean of distribution “ 
Poisson distribution



Example:



Normal distribution / Gaussian distribution

● It is a continuous probability distribution.
● Frequencies of variables are concentrated closely around center and gradually fall

towards two ends.

● Abraham De Moivre (1667-1754)
● Significance -

Gaussian distribution - Carl Gauss (1777-1855)



Graphical representation of Normal distribution (Gaussian curve):

● Symmetrical, bell-shaped curve

● Mean value of variable lies at the peak of curve

● Largest no. of observations (values) lie at mean and close to it

● Md coincides with μ (ordinate divides the area under normal curve into two equal

parts)

● Variables of lower value - Left

● Variables of higher value - Right



Properties of Normal distribution (Gaussian curve):

● Common probability distribution of frequencies of a random continuous variable.

● Unimodal, perfectly symmetrical and continuous.

● A bell-shaped curve, asymptotic - touches at infinity (never meet the baseline).



● For a normal distribution, all measures of central tendency are equal

(mean = median = mode).

● Maximum ordinate of normal curve is at mean (m) and value of maximum

ordinate is which divides the normal curve into two equal parts (L / R).

● Observations are clustered around mean; few observations at the extremes.

● Total area covered by curve = 1 (unity).



Normal distribution area and SD:

Values on a normal curve lie between two limits µ and 3σ. ie., (µ ± 3σ).

Effective range



The empirical rule predicts that in normal distributions, 

68.27 % of observations (Area = 34.135 %) fall within the first standard deviation (µ ± σ), 

95.45 % within the (Area = 47.725 %) first two standard deviations (µ ± 2σ), 

99.73 % within the (Area = 49.865 %) first three standard deviations (µ ± 3σ) of the 

mean.



z-score is an example of a standardized score. 

A z-score measures how many standard deviations a 
data point is from the mean in a distribution.

X = Value of continuous random variable

Eg: Ht, Wt, age, fecundity, Resp. rate, Hb %, IQ.



Applications of Normal distribution:

● Applicable to most biological phenomena, bcz of continuous frequency distribution

and normal distribution is based on continuous frequency of variables.

● Other sampling methods (t, F, χ2) can be approximated by normal distribution.

● Sampling theories and its applications.

● Population studies.

● Statistical hypothesis and testing the level of significance.



Standard Normal distribution - curve (based on Z scale):

Normal distribution depends on values of µ and σ and it varies to different data.

So normal distribution curves are standardized and converted into one Standard normal

distribution curve.

The mean ( µ ) of Standard Normal distribution curve = 0 and standard deviation (σ)

= 1

To change normal curve → standard curve x - scale is changed into z - scale.

(Since) in X-scale, µ = σ

Z-scale, µ = 0 and σ = 1

https://www.zscorecalculator.com/
https://www.zscorecalculator.com/




Measures of deviation from the normal distribution:

Diverge from normal curve can be studied - Skewness and Kurtosis.

SKEWNESS:

● When frequency distribution is asymmetrical, the distribution is skewed (L / R).

● Mean, median and mode do not coincide.

● First quartile (Q1) and third quartile (Q3) of frequency curve are not equidistant from

median.

(Q3 – M) ≠ (M – Q1)



Skewness is a measure of the asymmetry 



Measures of Skewness:

Measured by differences between mean and mode.

1. Absolute skewness

2. Relative skewness

3. Standard skewness

4. Karl-Pearson’s coefficient of skewness

5. Bowley’s coefficient of skewness



1. Absolute skewness = Mean - Mode

In symmetrical distribution, Absolute skewness = 0 (Mean = Mode)

Positively skewed distribution, Absolute skewness = Positive (Mean >

Mode)

Negatively skewed distribution, Absolute skewness = Negative (Mean <

Mode)2. Relative skewness / Coefficient of skewness



3. Standardized skewness measure (moment of distribution):



4. Karl-Pearson’s coefficient of skewness



5. Bowley’s coefficient of skewness - based on quartiles





kurtosis is a measure of 'peakedness' of a distribution

The distribution of a continuous variable is
symmetric and concentrated near the mean and
the variable is approximately normally distributed.



Parametric statistics

Subject Code: 22ZOOC23



Parametric statistics

• Parametric statistics are based on assumptions about 

the distribution of population from which the sample was 

taken. 





Population

• Any collection of individuals under study is said to be 

Population (Universe). 

• The individuals are often called the members or the units of 

the population may be may be physical objects or 

measurements expressed numerically or otherwise. 



Sample

• A part or small section selected from the population is 

called a sample and process of such selection is called 

sampling. 

• (The fundamental object of sampling is to get as much 

information as possible of the whole universe by examining 

only a part of it.

• An attempt is thus made through sampling to give the 

maximum information about parent universe with the 

minimum effort). 



Parameters

• Statistical measurements such as Mean, Variance etc. of 

the population are called parameters. 



Statistic

• It a statistical measure computed from sample 

observations alone. The theoretical distribution of a 

statistics is called its sampling distribution. Standard 

deviation of the sampling distribution of a statistic is called 

Standard Error. 



Hypothesis

• Statement given by an individual. 

• Usually it is required to make decisions about populations 

on the basis of sample information. 

• Such decisions are called Statistical Decisions. 

• In attempting to reach decisions it is often necessary to 

make assumption about population involved. Such 

assumptions, which are not necessarily true, are called 

statistical hypothesis. 



Parametric Hypothesis

• A statistical hypothesis which refers only to values of 

unknown parameters of population is usually called a 

parametric hypothesis. 



Null Hypothesis

• A hypothesis which is tested under the assumption that it is 

true is called a null hypothesis and is denoted by H0. 

• Thus a hypothesis which is tested for possible rejection 

under the assumption that it is true is known as Null 

Hypothesis. 



Alternative Hypothesis

• The hypothesis which differs from the given Null Hypothesis 

H0 and is accepted when H0 is rejected is called an 

alternative hypothesis and is denoted by H1 (The hypothesis 

against which we test the null hypothesis, is an alternative 

hypothesis



Simple and Composite Hypothesis
• A parametric hypothesis which describes a distribution 

completely is called a simple hypothesis otherwise it is 

called composite hypothesis. 

• For example; In case of Normal Distribution N (µ, σ 2 ), µ 

= 5, σ = 3 is simple hypothesis whereas µ = 5 is a 

composite hypothesis as nothing have been said about σ. 

Similarly, µ < 5, σ = 3 is a composite hypothesis. Let H0: µ = 

5 be the null hypothesis, then H1: µ ≠ 5 is two sided 

composite alternative hypothesis. H1: µ < 5 is one sided 

(Left) composite alternative hypothesis. H1: µ > 5 is one 

sided (Right) composite alternative hypothesis. 



Test

• Test is a rule through we test the null hypothesis against 

the given alternative hypothesis. 



Tests of Significance

• Procedure which enables us to decide, on the basis of 

sample information whether to accept or reject the 

hypothesis or to determine whether observed sampling 

results differ significantly from expected results are called 

tests of significance, rules of decisions or tests of 

hypothesis. 



Level of Significance

• The probability level below which we reject the hypothesis 

is called level of significance. The levels of significance 

usually employed in testing of hypothesis are 5% and 1%.



P-Value

• The p-value is the level of marginal significance within a 

statistical hypothesis test representing the probability of 

the occurrence of a given event. 

• The p-value is used as an alternative to rejection points to 

provide the smallest level of significance at which the null 

hypothesis would be rejected.



Hypothesis building

• Like other tests, there are two kinds of hypotheses; 

– Null hypothesis and 

– Alternative hypothesis. 

• The alternative hypothesis assumes that there is a 

statistically significant difference exists between the 

means, whereas the null hypothesis assumes that there is 

no statistically significant difference exists between the 

means.





2X2 contingency table









Parametric Test

• Parametric tests are those that make assumptions about 

the parameters of the population distribution from 

which the sample is drawn. 

• This is often the assumption that the population data are 

normally distributed.

• Most of the statistical tests we perform are based on a set 

of assumptions. When these assumptions are violated the 

results of the analysis can be misleading or completely 

erroneous.



• Typical assumptions are: 

• Normality: Data have a normal distribution (or at least is 

symmetric) 

• Homogeneity of variances: Data from multiple groups have 

the same variance 

• Linearity: Data have a linear relationship 

• Independence: Data are independent



Types of Parametric Test

• T – test

• Z – test

• F – test

• ANOVA



Types of Parametric Test
• T – test

– One Sample T-test: To compare a sample mean with that of the 

population mean.

• Z – test

– One Sample Z-test: To compare a sample mean with that of the 

population mean.

• F – test

– It is a parametric test of hypothesis testing based on Snedecor F-

distribution.

• ANOVA

– Also called as Analysis of variance, it is a parametric test of hypothesis 

testing.



Types of Parametric Test

• T – test

– One Sample T-test: To compare a sample mean with that of the population 

mean.

– It is essentially, testing the significance of the difference of the mean values when the 

sample size is small (i.e, less than 30) and when the population standard deviation is not 

available.

• Assumptions of this test:

– Population distribution is normal, and

– Samples are random and independent

– The sample size is small.

– Population standard deviation is not known.

• Mann-Whitney ‘U’ test is a non-parametric counterpart of the T-test.



Types of Parametric Test
• Z – test

– One Sample Z-test: To compare a sample mean with that of the 

population mean.

– It is used to determine whether the means are different when the 

population variance is known and the sample size is large (i.e, greater 

than 30).

• Assumptions of this test:

– Population distribution is normal 

– Samples are random and independent.

– The sample size is large.

– Population standard deviation is known.

•



Types of Parametric Test
• F – test

– It is a test for the null hypothesis that two normal populations have the 

same variance.

– An F-test is regarded as a comparison of equality of sample variances.

– F-statistic is simply a ratio of two variances.

• By changing the variance in the ratio, F-test has become a very flexible test. It 

can then be used to:

– Test the overall significance for a regression model.

– To compare the fits of different models and

– To test the equality of means.

• Assumptions of this test:

– Population distribution is normal, and

– Samples are drawn randomly and independently.



Types of Parametric Test
• F – test

– It is a test for the null hypothesis that two normal populations have the 

same variance.

– An F-test is regarded as a comparison of equality of sample variances.

– F-statistic is simply a ratio of two variances.

• By changing the variance in the ratio, F-test has become a very flexible test. It 

can then be used to:

– Test the overall significance for a regression model.

– To compare the fits of different models and

– To test the equality of means.

• Assumptions of this test:

– Population distribution is normal, and

– Samples are drawn randomly and independently.



Types of Parametric Test
• It is an extension of the T-Test and Z-test.

• It is used to test the significance of the differences in the mean values among 

more than two sample groups.

• It uses F-test to statistically test the equality of means and the relative 

variance between them.

• Assumptions of this test:

– Population distribution is normal, and

– Samples are random and independent.

– Homogeneity of sample variance.

• One-way ANOVA and Two-way ANOVA are is types.

• F-statistic = variance between the sample means/variance within the 

sample



The Student’s t test (also called T test) is used to compare 

the means between two groups 



Non-Parametric statistics
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Non-Parametric statistics

• Nonparametric statistics are not based on assumptions, 

that is, the data can be collected from a sample that does 

not follow a specific distribution.

• For two-group comparisons, either the Mann-Whitney U test 

(also known as the Wilcoxon rank sum test) is used for 

independent data or the Wilcoxon signed rank test is used 

for paired data.





Non Parametric Test

• Non-parametric tests are “distribution-free” and, as such, 

can be used for non-Normal variables.



Nonparametric tests

• Hypotheses are not about population parameters (e.g., 

μ=50 or μ1=μ2). 

• Instead, the null hypothesis is more general. 

• For example, when comparing two independent groups in 

terms of a continuous outcome, the null hypothesis in a 

parametric test is H0: μ1 =μ2.



Types of Non-Parametric Tests

• Chi Square Test

– It is a non-parametric test of hypothesis testing.

– As a non-parametric test, chi-square can be used:
» test of goodness of fit.

» as a test of independence of two variables.

• Mann Whitney U Test

– It is a non-parametric test of hypothesis testing.

• Kruskal Wallis H Test

– It is a non-parametric test of hypothesis testing.



Chi Square Test

• It helps in assessing the goodness of fit between a set of observed 

and those expected theoretically.

• It makes a comparison between the expected frequencies and the 

observed frequencies.

• Greater the difference, the greater is the value of chi-square.

• If there is no difference between the expected and observed 

frequencies, then the value of chi-square is equal to zero.

• It is also known as the “Goodness of fit test” which determines 

whether a particular distribution fits the observed data or not.



Calculation of Chi Square Test

• Chi-square is also used to test the independence of two variables.

• Conditions for chi-square test:

– Randomly collect and record the Observations.

– In the sample, all the entities must be independent.

– No one of the groups should contain very few items, say less than 10.

– The reasonably large overall number of items. Normally, it should be at least 50, 

however small the number of groups may be.

• Chi-square as a parametric test is used as a test for population variance 

based on sample variance.

– If we take each one of a collection of sample variances, divide them by the known 

population variance and multiply these quotients by (n-1), where n means the 

number of items in the sample, we get the values of chi-square.



Mann Whitney U Test

• This test is used to investigate whether two independent samples were 

selected from a population having the same distribution.

• It is a true non-parametric counterpart of the T-test and gives the most 

accurate estimates of significance especially when sample sizes are 

small and the population is not normally distributed.

• It is based on the comparison of every observation in the first sample 

with every observation in the other sample.

• The test statistic used here is “U”.

• Maximum value of “U” is ‘n1*n2‘ and the minimum value is zero.

• It is also known as:

• Mann-Whitney Wilcoxon Test / Mann-Whitney Wilcoxon Rank Test.



Calculation 

• Mathematically, U is given by:

• U1 = R1 – n1(n1+1)/2

• where n1 is the sample size for sample 1, and R1 is the sum of 

ranks in Sample 1.

• U2 = R2 – n2(n2+1)/2

• When consulting the significance tables, the smaller values of 

U1 and U2 are used. The sum of two values is given by,

• U1 + U2 = { R1 – n1(n1+1)/2 } + { R2 – n2(n2+1)/2 }

• Knowing that R1+R2 = N(N+1)/2 and N=n1+n2, and doing some 

algebra, we find that the sum is:

• U1 + U2 = n1*n2



Kruskal Wallis H Test

• This test is used for comparing two or more independent samples of 

equal or different sample sizes.

• It extends the Mann-Whitney-U-Test which is used to comparing only 

two groups.

• One-Way ANOVA is the parametric equivalent of this test. And that’s 

why it is also known as ‘One-Way ANOVA on ranks.

• It uses ranks instead of actual data.

• It does not assume the population to be normally distributed.

• The test statistic used here is “H”.



Choice of statistical test from paired or 
matched observation



Choice of statistical test for independent observations



Parametric and Non-parametric tests for comparing 
two or more groups



Non-parametric test
Equivalent parametric 

test
Purpose of statistical test Example

Wilcoxon rank-sum test Paired t-test

Compares the mean value of 

two variables obtained from the 

same participants

The difference in 

depression scores before and 

after treatment

Mann-Whitney U test Unpaired t-test

Compares the mean value of a 

variable measured from two 

independent groups

The difference between 

depression symptom severity 

in a placebo and drug 

therapy group

Spearman correlation Pearson correlation

Measures the relationship 

(strength/direction) between 

two variables

The relationship between 

fitness test scores and the 

number of hours spent 

exercising

Kruskal Wallis test
One-way analysis of 

variance (ANOVA)

Compares the mean of two or more 

independent groups (uses a 

between-subject design, and the 

independent variable needs to have 

three or more levels)

The difference in average 

fitness test scores of 

individuals who frequently 

exercise, moderately, or do 

not exercise

Friedman’s ANOVA
One-way repeated 

measures ANOVA

Compares the mean of two or more 

dependent groups (uses a within-

subject design, and the independent 

variable needs to have three or 

more levels)

The difference in average 

fitness test scores during the 

morning, afternoon, and 

evening



Paired vs Unpaired T test

Paired T test Unpaired T test

A paired t-test is designed to compare 

the means of the same group or item 

under two separate scenarios.

An unpaired t-test compares the means 

of two independent or unrelated 

groups. 

In a paired t-test, the variance is not 

assumed to be equal

In an unpaired t-test, the variance 

between groups is assumed to be equal.



Sign Test

• The sign test is a rank test in which the test statistic is 

calculated by forming differences in paired samples of 

dependent groups. 

• The differences in paired samples are formed by allocating 

every value from the first group to the respective value 

from the second group. 

• The two groups must have the same sample size.



Yates correction

• The effect of Yates' correction is to prevent the 

overestimation of statistical significance for small data 

when 'zero cells' are present in a 2 × 2 contingency table. 

• Such zero cells are reported to overestimate the OR 

measure and the corresponding standard deviation (SD).



Where to apply

• Yates' Correction is used with chi-squared analysis under 

certain conditions

• Yates' Correction is typically used in X2 analysis with 1 

degree of freedom where expected frequencies of less than 

10 are found



Simpson’s paradox

• Simpson's Paradox is a statistical phenomenon where an 

association between two variables in a population emerges, 

disappears or reverses when the population is divided into 

subpopulations

• Eg Gender Bias
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