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Bias-Variance Trade Off

• The Bias-Variance Trade-Off is a key concept in machine learning that 
deals with the balance between two types of errors that a model can 
make: 

• bias error and variance error. 

• Understanding this trade-off helps in building models that generalize 
well to new, unseen data.



Bias

•Definition: Bias is the error due to overly simplistic models that cannot capture 

          the underlying patterns in the data.

•High Bias: This leads to underfitting, where the model is too simple to learn from the 

 data effectively. An underfit model makes strong assumptions about the data 

 and ignores the complexities.

•Example: A linear model trying to fit non-linear data.



Variance

•Definition: Variance is the error due to a model that is too complex and sensitive 

 to the specific training data.

•High Variance: This leads to overfitting, where the model learns not only the 

                            underlying patterns but also the noise in the training data. 
 As a result, the model performs well on the training set but 

 poorly on new data.

• Example: A decision tree with many branches capturing noise instead of the actual signal.



The Trade-Off

•Increasing model complexity reduces bias (improves accuracy on training data), 

 but increases variance (worse generalization on new data).

•Decreasing model complexity reduces variance but increases bias.

•The goal is to find a sweet spot where both bias and variance are balanced, 

 minimizing the total error (i.e., test error). 



Graphical Representation:

In many cases, the relationship between model complexity and error can be visualized 

as two curves:

•Bias decreases as model complexity increases.

•Variance increases as model complexity increases.

•The total error is the sum of bias and variance, and the minimum of this curve is the 

optimal model complexity.

•Low Bias, High Variance: Overfitting (too complex).

•High Bias, Low Variance: Underfitting (too simple).

•The Bias-Variance Trade-Off is about finding the right balance to reduce overall prediction error. 



Overfitting:

The model performs very well on the training data (low training error) but poorly on the test 

or unseen data (high test error).

Causes:

•The model is too complex (e.g., too many features, deep trees, or high-degree polynomials).

•Insufficient training data.

•Training the model for too long or without regularization.

Solution:

•Use a simpler model.

•Reduce the number of features.

•Get more training data

•. 

•Example: 

A decision tree that splits deeply on every minor variation in the data, creating a complex tree that 

perfectly fits the training data but performs poorly on new, unseen data.



2. Underfitting:

•Definition: Underfitting occurs when a model is too simple to capture the underlying patterns in the data. The model 

fails to learn the important relationships and performs poorly on both the training data and new data.

•Symptoms:

• The model has high error on both training data and test data.

• It cannot capture the complexities of the data, leading to poor predictions.

•Causes:

• The model is too simple (e.g., linear regression on non-linear data).

• Insufficient features or low model capacity.

• Training the model for too few epochs (in the case of neural networks).

•Solution:

•Use a more complex model.

•Add more relevant features to the model.

•Train the model for longer.

•Reduce the amount of regularization if too much has been applied.

•Example: Fitting a straight line (linear regression) to data that has a quadratic or non-linear relationship.



Overfitting and Underfitting are common problems in machine learning 

that occur when a model does not generalize well to new data.



Penalty-based regularization is a method used to prevent overfitting by adding a penalty to the model’s loss 

function, discouraging overly complex models.

Types:

1.L1 Regularization (Lasso):

1. Adds the sum of the absolute values of the coefficients.

2. Encourages sparsity, driving some weights to zero (feature selection).

2.L2 Regularization (Ridge):

1. Adds the sum of the squared coefficients.

2. Shrinks coefficients but doesn’t set them to zero, reducing model complexity.

3.Elastic Net:

1. Combines L1 and L2 regularization.

2. Balances between feature selection (L1) and shrinkage (L2).

These techniques help models generalize better by preventing overfitting to training data.



Ensemble methods combine multiple machine learning models to improve overall performance and robustness. The 

idea is that multiple models working together can produce better predictions than a single model.

Key Types:

1.Bagging (Bootstrap Aggregating):

1. Trains multiple models on different subsets of the data (with replacement) and combines their predictions 

(e.g., Random Forest).

2. Reduces variance and helps prevent overfitting.

2.Boosting:

1. Sequentially trains models, each focusing on the mistakes of the previous one (e.g., AdaBoost, XGBoost).

2. Reduces bias and improves accuracy.

3.Stacking:

1. Combines predictions from multiple models by training a meta-model to make the final prediction.

2. Leverages the strengths of different models.

Ensemble methods improve accuracy, reduce overfitting, and generalize better to unseen data.



Early stopping is a regularization technique used to prevent overfitting in machine learning, particularly in neural 

networks. It monitors the model's performance on a validation set during training and stops the training process 

when the performance stops improving (e.g., when validation loss starts increasing), indicating that the model is 

beginning to overfit.

Key Points:

•Prevents overfitting by halting training before the model starts memorizing the training data.

•Monitors validation performance to determine the optimal stopping point.

•Reduces training time while ensuring better generalization on unseen data.



Unsupervised pre-training is a machine learning technique that uses unlabeled data to train 

a model that can later be refined with a smaller amount of labeled data. This technique is 

especially useful when labeled data is hard to find or expensive to get.

Unsupervised pre-training 

It's been used in a variety of domains, including natural language processing (NLP) and computer vision.





What Is Principal Component Analysis? 

• Principal component analysis, or PCA, is a dimensionality reduction method that

is often used to reduce the dimensionality of large data sets, by transforming a

large set of variables into a smaller one that still contains most of the information

in the large set.

• Principal Component Analysis (PCA) is a statistical procedure that uses an

orthogonal transformation that converts a set of correlated variables to a set of

uncorrelated variables. PCA is the most widely used tool in exploratory data

analysis and in machine learning for predictive models. Moreover,

• Principal Component Analysis (PCA) is an unsupervised learning algorithm

technique used to examine the interrelations among a set of variables. It is also

known as a general factor analysis where regression determines a line of best fit.

https://www.geeksforgeeks.org/supervised-unsupervised-learning/


• The main goal of Principal Component Analysis (PCA) is to reduce the 
dimensionality of a dataset while preserving the most important 
patterns or relationships between the variables without any prior 
knowledge of the target variables.

• Principal Component Analysis (PCA) is used to reduce the 
dimensionality of a data set by finding a new set of variables, smaller 
than the original set of variables, retaining most of the sample’s 
information, and useful for the regression and classification of data.

https://www.geeksforgeeks.org/regression-classification-supervised-machine-learning/




• Principal Component Analysis (PCA) is a technique for dimensionality reduction that
identifies a set of orthogonal axes, called principal components, that capture the
maximum variance in the data. The principal components are linear combinations of the
original variables in the dataset and are ordered in decreasing order of importance. The
total variance captured by all the principal components is equal to the total variance in
the original dataset.

• The first principal component captures the most variation in the data, but the second
principal component captures the maximum variance that is orthogonal to the first
principal component, and so on.

• Principal Component Analysis can be used for a variety of purposes, including data
visualization, feature selection, and data compression. In data visualization, PCA can be
used to plot high-dimensional data in two or three dimensions, making it easier to
interpret. In feature selection, PCA can be used to identify the most important variables
in a dataset. In data compression, PCA can be used to reduce the size of a dataset
without losing important information.

• In Principal Component Analysis, it is assumed that the information is carried in the
variance of the features, that is, the higher the variation in a feature, the more
information that features carries.

https://www.geeksforgeeks.org/python-statistics-variance/
https://www.geeksforgeeks.org/orthogonal-and-orthonormal-vectors-in-linear-algebra/




Reinforcement Learning

• Reinforcement Learning is a feedback-based Machine learning technique in which an

agent learns to behave in an environment by performing the actions and seeing the

results of actions. For each good action, the agent gets positive feedback, and for

each bad action, the agent gets negative feedback or penalty.

• In Reinforcement Learning, the agent learns automatically using feedbacks without

any labeled data, unlike supervised learning.

• Since there is no labeled data, so the agent is bound to learn by its experience only.

• RL solves a specific type of problem where decision making is sequential, and the

goal is long-term, such as game-playing, robotics, etc.

https://www.javatpoint.com/supervised-machine-learning


• Reinforcement learning is a type of machine

learning method where an intelligent agent

(computer program) interacts with the

environment and learns to act within that.

• The agent continues doing these three things (take

action, change state/remain in the same state,

and get feedback), and by doing these actions, he

learns and explores the environment.



Markov decision process (MDP)

• The Markov decision process (MDP) is a mathematical tool used for 
decision-making problems where the outcomes are partially random 
and partially controllable. It’s a framework that can address 
most reinforcement learning (RL) problems.

https://builtin.com/machine-learning/reinforcement-learning

















