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The foundations of Artificial Intelligence 

1. Philosophy(428 B.C. – present) 
Aristotle (384-322 B.C.) was the first to formulate a precise set of laws 
governing the rational part of the mind. He developed an informal system of 
syllogisms for proper reasoning, which allowed one to generate conclusions 
mechanically, given initial premises. 
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1 CPU,108 gates 
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2.Psycology (1879 – present) 
The origin of scientific psychology are traced back to the wok if German physiologist 
Hermann von Helmholtz (1821-1894) and his student Wilhelm Wundt(1832 – 
1920). In 1879,Wundt opened the first laboratory of experimental psychology at the 
university of Leipzig. In US, the development of computer modeling led to the 
creation of the field of cognitive science. The field can be said to have started at the 
workshop in September 1956 at MIT. 
  
3.Computer engineering (1940-present) 
For artificial intelligence to succeed, we need two things: intelligence and an 
artifact. The c computer has been the artifact of choice. 
  
A1 also owes a debt to the software side of computer science, which has supplied 
the operating systems, programming languages, and tools needed to write modern 
programs 
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4. Control theory and Cybernetics (1948-present) 
Ktesibios of Alexandria (c. 250 B.C.) built the first self-controlling machine: a water clock 
with a regulator that kept the flow of water running through it at a constant, predictable 
pace. 
  
Modern control theory, especially the branch known as stochastic optimal control, has as 
its goal the design of systems that maximize an objective function over time. 
 
5. Linguistics (1957-present) 
Modem linguistics and AI, then, were "born" at about the same time, and grew up 
together, intersecting in a hybrid field called computational linguistics or natural language 
processing. 
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The state of art:   What can A1 do today? 
Autonomous planning and Scheduling: NASA's Remote Agent program became  
the first on-board autonomous planning program to control the scheduling of  
operations for a spacecraft 
Game playing: IBM's Deep Blue became the first computer program to defeat the  
world champion in a chess  
Autonomous control: The ALVINN computer vision system was trained to steer a 
car to keep it following a lane 
Diagnosis: Medical diagnosis programs based on probabilistic analysis have been  
able to perform at the level of an expert physician in several areas of medicine. 
Logistics Planning: During the Persian Gulf crisis of 1991, U.S. forces deployed a  
Dynamic Analysis and Replanning Tool, DART (Cross and Walker, 1994), to do  
automated logistics planning and scheduling for transportation 
Robotics:Many surgeons now use robot assistants in microsurgery.  
HipNav (DiGioia et al., 1996) is a system that uses computer vision techniques  
Language understanding and problem solving:PROVERB (Littman et al., 1999) is a  
computer program that solves crossword puzzles better than most humans, using  
constraints on possible word fillers, a large database of past puzzles, and a variety 
of information sources including dictionaries and online databases such as a list of  
and the actors that appear in them. 





Agents and environments 
An agent is anything that can be viewed as perceiving its 
environment through sensors and SENSOR acting upon that 
environment through actuators.  
  
A human agent has eyes, ears, and other organs for sensors and 
hands, legs, mouth, and other body parts for actuators. 
 

A robotic agent might have cameras and infrared range finders 
for sensors and various motors for actuators. 
 

A software agent receives keystrokes, file contents, and network 
packets as sensory inputs and acts on the environment by 
displaying on the screen, writing files, and sending network 
packets. 











Task environments 
• We must think about task environments, which are essentially the 

"problems" to which rational agents are the "solutions." 
• Specifying the task environment 

The rationality of the simple vacuum-cleaner agent, needs specification of 
the performance measure 
the environment 
the agent's actuators and sensors. 

  
 

PEAS 
All these are grouped together under the heading of the task environment. 

 
We call this the PEAS (Performance, Environment, Actuators, Sensors) 
description. 
 
In designing an agent, the first step must always be to specify the task 
environment as fully as possible. 



Properties of task environments 
  
• Fully observable vs. partially observable 
• Deterministic vs. stochastic 
• Episodic vs. sequential 
• Static vs. dynamic 
• Discrete vs. continuous 
• Single agent vs. multiagent 

Fully observable vs. partially observable. 
If an agent's sensors give it access to the complete state of the environment at each point 
in time, then we say that the task environment is fully observable. A task envi- ronment is 
effectively fully observable if the sensors detect all aspects that are relevant to the choice 
of action; 
An environment might be partially observable because of noisy and inaccurate sensors or 
because parts of the state are simplly missing from the sensor data. 
Deterministic vs. stochastic. 
If the next state of the environment is completely determined by the current state and 
the action executed by the agent, then we say the environment is deterministic; other- 
wise, it is stochastic. 



• Episodic vs. sequential 
In an episodic task environment, the agent's experience is divided into atomic 
episodes. Each episode consists of the agent perceiving and then performing a 
single action. Crucially, the next episode does not depend on the actions taken 
in previous episodes. 
For example, an agent that has to spot defective parts on an assembly line 
bases each decision on the current part, regardless of previous decisions; 
In sequential environments, on the other hand, the current decision could 
affect all future decisions. Chess and taxi driving are sequential:  
 
• Discrete vs. continuous. 
 
The discrete/continuous distinction can be applied to the state of the 
environment, to the way time is handled, and to the percepts and actions of the 
agent. For example, a discrete-state environment such as a chess game has a 
finite number of distinct states. Chess also has a discrete set of percepts and 
actions. Taxi driving is a continuous- state and continuous-time problem: the 
speed and location of the taxi and of the other vehicles sweep through a range 
of continuous values and do so smoothly over time. Taxi-driving actions are also 
continuous (steering angles, etc.). 
 



 

 

Figure 1.7 Examples of task environments and their characteristics. 

 



Examples of agent types and their PEAS descriptions. 









 A model based reflex agent 



 A model based reflex agent 





A goal based agent 





Utility based agent 




















