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Unit-V 

BAYESIAN ESTIMATION 

Bayesian estimation is a statistical method that helps someone deal with conditional 

probability. It is done by using prior evidence to estimate an unknown population parameter. 

 

Bayesian statistics is based on the idea that any unknown quantity, such as a 

parameter, a hypothesis, or a prediction, can be described by a probability distribution that 

reflects our degree of belief about it. This probability distribution is called the posterior 

distribution, and it is updated whenever we observe new data using Bayes' theorem. 

 

Objective Bayesian statistics 

 Non-informative priors are the workhorse of objective Bayesian statistics. 

 

 In general, the prior reflects the statistician's subjective beliefs, as well as knowledge 

accumulated before observing the data. However, there are many cases in which not only we 

have little prior knowledge, but we would also like not to rely on subjective beliefs. 

 We aim to publish our analyses in a scientific journal; 

 We are presenting results to a regulator or to another public body. 

 

 Uninformative priors are used to make Bayesian inferences as objective as possible. 

 

What is prior? 

 Prior probability is the likelihood of an event occurring before we see the evidence 

(data). In Bayesian Inference, the prior is our first estimate of probability based on what we 

know now, before additional evidence (new data) becomes available. 

 

 

 
 

https://www.statlect.com/glossary/prior-probability
https://medium.com/@aerinykim/bayesian-inference-intuition-and-example-148fd8fb95d6


 
 

 



 

 

 
 

 
 

 



 
 

Definition: Informative and non-informative prior distribution 

 

 
 

Types of uninformative priors 

 

 We will briefly describe below the following classes of non-informative priors: 

 Bayes-Laplace uniform prior; 

 Jeffreys' prior; 

 Jaynes' maximum entropy prior 

 Bernardo's reference prior. 

 

What is an informative prior? 

 

 An informative prior is a probability distribution that reflects your existing knowledge or 

beliefs about a parameter before observing any data. For example, if you are estimating the 

proportion of voters who support a certain candidate, you might have some prior information 

from polls, surveys, or historical trends that can help you shape your prior. An informative prior 

can be contrasted with a non-informative prior, which is a distribution that expresses no or 

minimal information about the parameter, such as a uniform or vague distribution. 

 



What is a normal conjugate prior? 

 If you have a conjugate prior this means that the prior comes from the same family of 

distributions and there is a closed-form solution for such problem, so the posterior distribution is 

directly available. This is exactly the case when you use normal prior for mean parameter of 

normal distribution. 

 

 

 In Bayesian inference, the prior distribution of a parameter and the likelihood of the 

observed data are combined to obtain the posterior distribution of the parameter. 

 If the prior and the posterior belong to the same parametric family, then the prior is said 

to be conjugate for the likelihood. 

 

 
 

 

https://www.statlect.com/fundamentals-of-statistics/Bayesian-inference


 

 

 

  
 



Bayes factor for testing Hypothesis 

 Bayes factors represent an informative alternative to P-values for reporting outcomes 

of hypothesis tests. They provide direct measures of the relative support that data provide to 

competing hypotheses and are able to quantify support for true null hypotheses 
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One-tailed Tests 

 A one-tailed test may be either left-tailed or right-tailed. 

 A left-tailed test is used when the alternative hypothesis states that the true value of the 

parameter specified in the null hypothesis is less than the null hypothesis claims. 

 A right-tailed test is used when the alternative hypothesis states that the true value of the 

parameter specified in the null hypothesis is greater than the null hypothesis claims 

 

Two-tailed Tests 

 The main difference between one-tailed and two-tailed tests is that one-tailed tests will 

only have one critical region whereas two-tailed tests will have two critical regions. If we require 

a (1−α) 100% confidence interval we have to make some adjustments when using a two-tailed 

test. 

 

Advantages of One-Tailed Tests 

 They allow researchers to focus on a specific direction of the effect, which can be useful 

when there is a clear expectation about the direction. 

 One-tailed tests have the potential to provide higher statistical power when the effect is 

expected to occur in the specified direction. 

 They can be more efficient when resources are limited, as they concentrate the analysis 

on a specific direction. 

 

Limitations of One-Tailed Tests 

 One-tailed tests are sensitive only to changes occurring in the specified direction and may 

miss important effects in the opposite direction. 

 They introduce a potential bias if the specified direction is chosen after observing the 

data, rather than being based on a priori expectations. 

 Using a one-tailed test when there is no specific expectation about the direction can lead 

to misleading interpretations. 

 

Advantages of Two-Tailed Tests 

 Two-tailed tests allow researchers to detect any type of difference, regardless of the 

direction, providing a more comprehensive analysis. 

 They are suitable when there is no specific expectation about the direction of the effect or 

when researchers want to avoid potential biases. 

 Two-tailed tests provide a more conservative approach, considering both positive and 

negative differences. 

 

Limitations of Two-Tailed Tests 

 Two-tailed tests may have lower statistical power compared to one-tailed tests, as they 

distribute the power between both directions. 

 They may require larger sample sizes to achieve the same level of statistical power as a 

one-tailed test. 

 Two-tailed tests may provide less precise estimates of the effect size compared to one-

tailed tests. 

https://www.ncl.ac.uk/webtemplate/ask-assets/external/maths-resources/statistics/hypothesis-testing/critical-region-and-confidence-interval.html#Critical_Region
https://www.ncl.ac.uk/webtemplate/ask-assets/external/maths-resources/statistics/hypothesis-testing/critical-region-and-confidence-interval.html#Confidence%20Interval


 Understanding the advantages and limitations of each type of test allows researchers to 

make informed decisions and select the most appropriate approach for their specific research 

context. 

 
  

 

 

 One and Two-Tailed Tests are ways to identify the relationship between the 

statistical variables. For checking the relationship between variables in a single 

direction (Left or Right direction), we use a one-tailed test. A two-tailed test is 

used to check whether the relations between variables are in any direction or not. 



 One-Tailed Test: A one-tailed test is based on a unit -directional hypothesis 

where the area of rejection is on only one side of the sampling distribution. It 

determines whether a particular population parameter is larger or smaller than 

the predefined parameter. It uses one single critical value to test the data. 

 

 
 

 



 P-Value for Z test

 
Difference Between One and Two-Tailed Test 

One-Tailed Test Two-Tailed Test 

A test of any statistical hypothesis, where 

the alternative hypothesis is one-

tailed either right-tailed or left-tailed. 

A test of a statistical hypothesis, where the 

alternative hypothesis is two-tailed. 

For one-tailed, we use either > or < sign 

for the alternative hypothesis. 

For two-tailed, we use ≠ sign for the 

alternative hypothesis. 

When the alternative hypothesis specifies a 

direction then we use a one-tailed test. 

If no direction is given then we will use a 

two-tailed test. 

Critical region lies entirely on either the 

right side or left side of the sampling 

distribution.  

Critical region is given by the portion of 

the area lying in both the tails of the 

probability curve of the test statistic. 

Here, the Entire level of significance 

(α) i.e. 5% has either in the left tail or right 

tail. 

It splits the level of significance (α) into 

half. 

Rejection region is either from the left side 

or right side of the sampling distribution. 

Rejection region is from both sides i.e. left 

and right of the sampling distribution. 

It checks the relation between the variable 

in a singles direction.  

It checks the relation between the 

variables in any direction. 

It is used to check whether the one mean is 

different from another mean or not. 

It is used to check whether the two mean 

different from one another or not. 



 

 

 

 

What is a Z-score? 
 

 A Z-score numerically describes a value's relationship to the mean of a group of values 

and is measured in terms of the number of standard deviations from the mean. If a Z-score is 0, 

it indicates that the data point's score is identical to the mean score whereas Z-scores of 1.0 and 

-1.0 would indicate values one standard deviation above or below the mean. In most large data 

sets, 99% of values have a Z-score between -3 and 3, meaning they lie within three standard 

deviations above and below the mean. 

 

How to interpret z-Score? 

 

 Here is how to interpret z-scores: 

 A z-score of less than 0 represents an element less than the mean. 

 A z-score greater than 0 represents an element greater than the mean. 

 A z-score equal to 0 represents an element equal to the mean. 

 A z-score equal to 1 represents an element, which is 1 standard deviation greater than the 

mean; a z-score equal to 2 signifies 2 standard deviations greater than the mean; etc. 

 A z-score equal to -1 represents an element, which is 1 standard deviation less than the 

mean; a z-score equal to -2 signifies 2 standard deviations less than the mean; etc. 

 If the number of elements in the set is large, about 68% of the elements have a z-score 

between -1 and 1; about 95% have a z-score between -2 and 2 and about 99% have a z-

score between -3 and 3. 

 

Z-Score Formula 

 

 It is a way to compare the results from a test to a “normal” population. 

 If X is a random variable from a normal distribution with mean (μ) and standard 

deviation (σ), its Z-score may be calculated by subtracting mean from X and dividing the 

whole by standard deviation. 

 
where,  x = test value 

 μ is mean and  

 σ is SD (Standard Deviation) 

 

For the average of a sample from a population ‘n’, the mean is μ and the standard deviation is σ. 



 
 

Example of Z score  
 
 Let us understand the concept with the help of a solved example: 

 

Example: The test scores of students in a class test has a mean of 70 and with a standard 

deviation of 12. What is the probable percentage of students scored more than 85? 

 

Solution: The z score for the given data is, 

 

Z = (85-70)/12=1.25 

 

 From the z score table, the fraction of the data within this score is 0.8944. This means 

89.44 % of the students are within the test scores of 85 and hence the percentage of students who 

are above the test scores of 85 = (100-89.44)% = 10.56 %. 
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