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UNIT – III 

Statistical Testing and Significance 

Hypothesis 

 A hypothesis is a predictive statement that is tested by investigation. 

Null hypothesis 

The null hypothesis is a statement that you want to test. In general, the null hypothesis is 

that things are the same as each other, or the same as a theoretical expectation. 

Alternative hypothesis 

The alternative hypothesis is that things are different from each other, or different from a 

theoretical expectation. 

 

Choosing the Appropriate Statistical Test 
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Parametric tests and Non-Parametric tests 

Parametric tests allow testing hypotheses related to means. They use rigorous and often 

complex mathematical theory and require a probability distribution to be specified for the 

populations from which samples were taken (this is usually the normal distribution). 

Non-parametric tests use ranks of the observations to compare medians rather than 

means. This removes the need for data to be normally distributed. Non-parametric tests are less 

powerful than parametric tests, because they don't use the actual values of the observations, but 

only the ranks of the observations (thus, it is often said that they lose information). 

Conditions of parametric tests 

Parametric tests have three assumptions that theoretically must be met in order for the 

outcomes of the tests to be reliable. The assumptions of parametric tests are as follows: 

1. The samples come from normally distributed populations. However, parametric tests 

are usually fairly robust to moderate violations of this assumption providing the sample 

sizes of the samples to be compared are equal. Transformation of the variable to a 

different scale can also improve its normality. 

2. The samples come from populations with equal variances. This assumption is more 

critical than that of normality but again tests are reasonably robust if sample sizes are 

equal. In addition, variances are often unequal because distributions are skewed.  

3. The observations should be independent of each other, both within and between sample 

groups. This assumption must be considered in the design phase of the study.  

Conditions of non-parametric tests 

While there are fewer conditions required to run non-parametric tests, some should still 

be met to ensure the reliability of the tests. The assumptions of non-parametric tests are as 

follows: 

1. The samples must have equal variances. 

2. Distributions of the populations must be similar (but they do not have to follow the 

normal distribution). 
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Student’s t–test for one sample 

The one-sample t-test is used to determine whether a sample comes from a population 

with a specific mean. This population mean is not always known, but is sometimes hypothesized. 

For example, you want to show that a new teaching method for pupils struggling to learn English 

grammar can improve their grammar skills to the national average. Your sample would be pupils 

who received the new teaching method and your population mean would be the national average 

score. Alternately, you believe that doctors that work in Accident and Emergency (A & E) 

departments work 100 hour per week despite the dangers (e.g., tiredness) of working such long 

hours. You sample 1000 doctors in A & E departments and see if their hours differ from 100 

hours. 

One-sample t-test assumptions 

For a valid test, we need data values that are: 

 Independent (values are not related to one another). 

 Continuous Variable. 

 Obtained via a simple random sample from the population. 

 Also, the population is assumed to be normally distributed. 

Problem 

In the biological example of the model t-Test, 10 volunteers close their eyes, bend their 

knees at a 120-degree angle for a few seconds, and then rotate the knee at a 90-degree angle. 

Then when each person bends their knees at an angle of 120 degrees, the obtained samples are as 

follows: 

Individual A B C D E F G H I J 

Angle 120.6 116.4 117.2 118.1 114.1 116.9 113.3 121.1 116.9 117.0 

Mean of the angle is 120. To test whether people overestimate or underestimate their knee angle. 

Procedure: 

 State the null and alternate hypothesis. 

 Calculate the sample mean and Standard Deviation. 

 Calculate the test statistic 
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 Determine the Critical value from Table and Conclusion. 

Calculation 

Step 1:  

Hypothesis 

Null hypothesis: The biological null hypothesis is that people don’t under- or 

overestimate their knee angle.  

Alternative hypothesis: The biological null hypothesis is that people under- or 

overestimate their knee angle.  

Step 2:  

 Identify the following pieces of information will need to calculate the test statistic.  

 The population mean (μ). Given as 120. 

 Number of observations (n) = 10. 

 The sample mean (x̄) is: 

10

 117.0 + 116.9 + 121.1 + 113.3 + 116.9 + 114.1 + 118.1 + 117.2 + 116.4 + 120.6
x  

 
10

6.1171
  

      = 117.16  

 The sample standard deviation is: 
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1)- (10

) 0.03 + 0.07 + 15.52 + 14.90 + 0.07 + 9.36 + 0.88 + 0.00 + 0.58 + 11.83(
s  

  
9

24.53
  

  s = 2.43 

Step 3: 

Calculate the test statistic, t, using this formula: 

 

10 /2.43

120 - 117.16
t  

7684.0

84.2
  

t = - 3.69 

Step 4:  

Find the t-table value: 

1. The alpha level: 5%  

2. The degrees of freedom, which is the number of items in the sample (n) minus 1:  

df = (10 – 1) = 9 

3. Table Value = 2.262    

Conclusion: 

Since calculated value is greater than the table value (3.69>2.262), we reject the null 

hypothesis and conclude that the people under- or overestimate their knee angle.  

 

Student’s t-test for two sample (t-test) 

The Independent Samples t Test compares the means of two independent groups in order 

to determine whether there is statistical evidence that the associated population means are 

significantly different. The Independent Samples t Test is a parametric test. 

 

https://www.statisticshowto.com/tables/t-distribution-table/
https://www.statisticshowto.com/probability-and-statistics/hypothesis-testing/degrees-of-freedom/
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This test is also known as: 

 Independent t Test 

 Independent Measures t Test 

 Independent Two-sample t Test 

 Student t Test 

 Two-Sample t Test 

 Uncorrelated Scores t Test 

 Unpaired t Test 

 Unrelated t Test 

The variables used in this test are known as: 

 Dependent variable, or test variable 

 Independent variable, or grouping variable 

Assumption 

 Assumes that the dependent variable is normally distributed. 

 Assumes that the variance of the two groups is the same as the dependent variable. 

 Assumes that the two samples are independent of each other. 

 Samples are drawn from the population at random. 

 In independent sample t-test, all observations must be independent of each other. 

 In independent sample t-test, dependent variables must be measured on an interval or 

ratio scale. 

Problem 

After a small number of crabs were accidentally released into a shallow pond, biologists 

noticed that the crabs ingested all the underwater plant population; Aquatic invertebrates such as 

water fleas (Daphnia sp.) are also declining. Biologists knew that goldfish were the main 

predators of Daphnia, and they believed that underwater plants protected Daphnia from goldfish. 

Daphnia lost its protection as the plants disappeared under water. Biologists designed an 

experiment to test their hypothesis. Place the goldfish and daphnia together in one tank with 

underwater vegetation and the equivalent number of goldfish and daphnia in another tank with 

no underwater vegetation. The number of daphnia that ate the goldfish was calculated in 30 

minutes. They copied this experiment into nine additional pairs of tanks (i.e. sample size = 10, or 

n = 10 per group). The results of their experiment and the calculations of the test error (variance, 

s2) are given in the following table. 

Tanks 1 & 2 3 & 4 5 & 6 7 & 8 9 & 10 11 & 12 13 & 14 15 & 16 17 & 18 19 & 20 

Plants 13 9 10 10 7 5 10 14 9 9 

No Plants 14 12 15 14 17 10 15 15 18 14 
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Procedure 

 State the null and alternate hypothesis. 

 Calculate the sample mean. 

 Calculate the test statistic 

 
(ΣA)2:  Sum of data set A, squared. 

(ΣB)2:  Sum of data set B, squared. 

μA:  Mean of data set A. 

μB:  Mean of data set B. 

ΣA2: Sum of the squares of data set A. 

ΣB2:  Sum of the squares of data set B. 

nA:  Number of items in data set A. 

nB:  Number of items in data set B. 

 

 Determine the Critical value from Table and Conclusion. 

Calculation 

Step 1: Hypothesis: 

Null hypothesis: There is no significant difference in the number of Daphnia in tanks 

with plants compared to tanks without plants 

Alternative hypothesis: There is significant difference in the number of Daphnia in tanks 

with plants compared to tanks without plants 

Step 2:  

Tanks Plants (x1) No plants (x2) (x1)
2 (x2)

2 

1 and 2 13 14 169 196 

3 and 4 9 12 81 144 

5 and 6 10 15 100 225 

7 and 8 10 14 100 196 

9 and 10 7 17 49 289 

11 and 12 5 10 25 100 

13 and 14 10 15 100 225 

15 and 16 14 15 196 225 

17 and 18 9 18 81 324 

19 and 20 9 14 81 196 

Total 96 144 982 2120 
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Mean: 

      10

 991410571010913
)( 1


xPlants  

10

96
  = 9.6  

 10

 14181515101714151214
)( 2


xPlantsNo  

10

144
  = 14.4  

Step 3:  
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
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

10

1

10

1

21010

10

(144)
-2120

10

(96)
-982

 14.4-.69

22

t

 

 2.0
18

4.464.60

4.8-








 
t

, 

 2.0
18

8.106

4.8-









t

, 

089.1

4.8-
t

, 
40.4t  

t = 4.40 

Step 4:  

Find the t-table value: 

1. The alpha level: 5%  

2. The degrees of freedom, (nA-1 + nB-1):  

df = (10 – 1)+(10 – 1)  = 18 

3. Table Value = 2.10.    

Conclusion 

Compare calculated value to table value. The calculated value is greater than the table 

value (4.40 > 2.10). We reject the null hypothesis. Hence, we conclude that there is significant 

difference in the number of Daphnia in tanks with plants compared to tanks without plants. 

 

https://www.statisticshowto.com/tables/t-distribution-table/
https://www.statisticshowto.com/probability-and-statistics/hypothesis-testing/degrees-of-freedom/
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Paired t-test 

A paired t-test (also known as a dependent or correlated t-test) is a statistical test that 

compares the averages/means and standard deviations of two related groups to determine if there 

is a significant difference between the two groups. 

 A significant difference occurs when the differences between groups are unlikely to be 

due to sampling error or chance. 

 The groups can be related by being the same group of people, the same item, or being 

subjected to the same conditions. 

The variable used in this test is known as: 

 Dependent variable, or test variable (continuous), measured at two different times or for 

two related conditions or units 

Assumptions of a paired t-test 

 The dependent variable is normally distributed 

 The observations are sampled independently 

 The dependent variable is measured on an incremental level, such as ratios or intervals. 

 The independent variables must consist of two related groups or matched pairs. 

Problem 

20 students were given a diagnostic test before studying a particular module and then 

again after completing the module. We want to find out if, in general, our teaching leads to 

improvements in students’ knowledge/skills (i.e. test scores).The following data was given 

below:  

Pre-module  

score 

18 21 16 22 19 24 17 21 23 18 

14 16 16 19 18 20 12 22 15 17 

Post-module 

score 

22 25 17 24 16 29 20 23 19 20 

15 15 18 26 18 24 18 25 19 16 

Is there is significant difference in the Pre-module Score and Post-module Score. 

Procedure 

 State the null and alternate hypothesis. 

 Calculate the Difference mean and Standard Deviation. 

 Calculate the test statistic 

 
 Determine the Critical value from Table and Conclusion. 
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Calculations: 

Step 1: Hypothesis: 

Null hypothesis: There is no significant difference in the Pre-module Score and Post-

module Score. 

Alternative hypothesis: There is significant difference in the Pre-module Score and Post-

module Score. 

Step 2:  

Let x = test score before the module, y = test score after the module 

 

 

Step 3: 
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Step 4:  

Table Value 

Find the t-table value: 

1. The alpha level: 5%  

2. The degrees of freedom, (n-1):  

df = 20-1 = 19 

3. Table Value = 2.093.    

Conclusion 

Compare calculated value to table value. The calculated value is greater than the table 

value (3.231 > 2.093). We reject the null hypothesis. Hence, we conclude that there is significant 

difference in the Pre-module Score and Post-module Score. 

Non-parametric tests 

Definition 

Non-parametric tests are also known as distribution-free tests. These are statistical tests 

that do not require normally-distributed data. 

When to use non-parametric tests 

 Non-parametric tests are tests with fewer restrictions than parametric tests. It is 

appropriate to use non-parametric tests in research in different cases. For example:  

 When data is nominal. Data is nominal when it is assigned to groups; these groups are 

distinct and have limited similarities (e.g. responses to ‘What is your ethnicity?’).  

 When data is ordinal. That is when data has a set order or scale (e.g. ‘Rate your anger 

from 1-10’.) 

 When there have been outliers identified in the data set.  

 When data was collected from a small sample.  

 However, it is important to note that non-parametric tests are also used when the 

following criteria can be assumed: 

 At least one violation of parametric tests assumptions. E.g., data should have 

similar homoscedasticity of variance: the amount of ‘noise’ (potential experimental 

errors) should be similar in each variable and between groups. 

 Non-normal distribution of data. In other words, data is likely skewed.  

 Randomness: data should be taken from a random sample from the target population. 

https://www.statisticshowto.com/tables/t-distribution-table/
https://www.statisticshowto.com/probability-and-statistics/hypothesis-testing/degrees-of-freedom/
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 Independence: the data from each participant in each variable should not be correlated. 

This means that measurements from a participant should not be influenced or associated 

with other participants. 

Non-parametric statistical tests  

 The table below shows examples of non-parametric tests. It includes their parametric test 

equivalent, the method of data analysis the test uses, and example research that is appropriate for 

each statistical test. 

Non-parametric 

test 

Equivalent 

parametric test 
Purpose of statistical test Example 

Wilcoxon signed 

rank test 
Paired t-test 

Compares the mean value of 

two variables obtained from 

the same participants. 

The difference in 

depression scores 

before and after 

treatment. 

Mann-Whitney U 

test 

Independent 

sample t-test 

Compares the mean value of 

a variable measured from 

two independent groups. 

The difference 

between depression 

symptom severity 

in a placebo and 

drug therapy group. 

Spearman 

correlation 

Pearson 

correlation 

Measures the relationship 

(strength/direction) between 

two variables. 

The relationship 

between fitness test 

scores and the 

number of hours 

spent exercising. 

Kruskal Wallis test 

One-way analysis 

of variance 

(ANOVA) 

Compares the mean of two 

or more independent groups 

(uses a between-subject 

design and the independent 

variable needs to have three 

or more levels.) 

The difference in 

average fitness test 

scores of 

individuals who 

exercise frequently, 

moderately, or do 

not exercise. 

Friedman Test 

One-way 

repeated 

measures 

ANOVA 

Compares the mean of two 

or more dependent groups 

(uses a within-subject design 

and the independent variable 

needs to have three or more 

levels.) 

The difference in 

average fitness test 

scores during the 

morning, 

afternoon, and 

evening. 
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Mann-Whitney U test  

Mann-Whitney u-Test is a non-parametric test used to test whether two independent 

samples were selected from population having the same distribution. Another name for the 

Mann-Whitney U Test is Wilcoxon Rank Sum Test. 

Assumptions 

Mann-Whitney U test is a non-parametric test, so it does not assume any assumptions 

related to the distribution of scores.  There are, however, some assumptions that are assumed 

 The sample drawn from the population is random. 

 Independence within the samples and mutual independence is assumed.  That means that 

an observation is in one group or the other (it cannot be in both). 

 Ordinal measurement scale is assumed. 

Problem 

In order to assess the efficacy of a new antidepressant drug, ten clinically depressed 

patients are randomly assigned to one of two groups. Five patients are assigned to Group 1, 

which is administered the antidepressant drug for a period of six months. The other five patients 

are assigned to Group 2, which is administered a placebo during the same six-month period. 

Assume that prior to introducing the experimental treatments; the experimenter confirmed that 

the level of depression in the two groups was equal. After six months elapse all ten subjects are 

rated by a psychiatrist (who is blind with respect to a subject’s experimental condition) on their 

level of depression. The psychiatrist’s depression ratings for the five subjects in each group 

follow (the higher the rating, the more depressed a subject):  

Antidepressant Drug 11 1 0 2 0 

Placebo  11 11 5 8 4 

 Do the data indicate that the antidepressant drug is effective? 

Procedure 

 State the null and alternate hypothesis. 

 Perform a ranking of all the observation 

 Calculate the Rank Sums 

 Calculate the U Statistic for the Two Groups 
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Where, 

U = Mann-Whitney U test 

n1 = Sample Size One 

n2 = Sample Size Two 

Ri = Rank of the sample Size 

 Determine the Critical value from Table 

Calculation 

Step 1:  

Hypothesis: 

Null hypothesis: There is no significant difference in the antidepressant drug and 

Placebo. 

Alternative hypothesis: There is significant difference in the antidepressant drug and 

Placebo. 

Step 2:  

Antidepressant Drug 11 1 0 2 0 

Rank 9 3 1.5 4 1.5 

Placebo  11 11 5 8 4 

Rank 9 9 6 7 5 

Step 3: 

Mean Rank of Drugs: 

Antidepressant drug = 9 + 3 + 1.5 + 4 + 1.5 = 19 /5 = 3.8 

     Placebo = 9 + 9 + 6 + 7 + 5 = 36/5 = 7.2   

Step 4: 

The test statistic for the Mann Whitney U Test is denoted U and is the smaller of U1 and U2, 

defined below. 

 

2119152519
2

)6(5
)5(51 U  

436152536
2

)6(5
)5(52 U  

Therefore, U = 4. 
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Step 5: 

Table Value: 

Find the t-table value: 

1. The alpha level: 5%  

2. The degrees of freedom, (n1,n2):  

df = (5,5) 

3. Table Value = 2    

Conclusion: 

Compare calculated value to table value. The calculated value is greater than the table 

value (4>2). We reject the null hypothesis. Hence, we conclude that there is significant 

difference in the antidepressant drug and Placebo. 

Wilcoxon signed rank test   

The Wilcoxon signed rank test is a non-parametric test to compare dependent samples t-

test data. When the word “non-parametric” is used in stats, it doesn’t quite mean that you know 

nothing about the population. It usually means that you know the population data does not have 

a normal distribution. The Wilcoxon signed rank test should be used if the differences between 

pairs of data are non-normally distributed. 

Assumptions 

 Two slightly different versions of the test exist: 

 The Wilcoxon signed rank test compares your sample median against a hypothetical 

median. 

 The Wilcoxon matched-pairs signed rank test computes the difference between each 

set of matched pairs and then follows the same procedure as the signed rank test to 

compare the sample against some median. 

The term “Wilcoxon” is often used for either test. This usually isn’t confusing, as it should be 

obvious if the data is matched, or not matched. 

The null hypothesis for this test is that the medians of two samples are equal. It is generally used: 

 As a non-parametric alternative to the one-sample t test or paired t test. 

 For ordered (ranked) categorical variables without a numerical scale. 

https://www.statisticshowto.com/tables/t-distribution-table/
https://www.statisticshowto.com/probability-and-statistics/hypothesis-testing/degrees-of-freedom/
https://www.statisticshowto.com/probability-and-statistics/statistics-definitions/parametric-and-non-parametric-data/
https://www.statisticshowto.com/probability-and-statistics/normal-distributions/
https://www.statisticshowto.com/sample-median/
https://www.statisticshowto.com/sample/
https://www.statisticshowto.com/probability-and-statistics/null-hypothesis/
https://www.statisticshowto.com/probability-and-statistics/statistics-definitions/mean-median-mode/
https://www.statisticshowto.com/sample/
https://www.statisticshowto.com/probability-and-statistics/hypothesis-testing/one-sample-t-test/
https://www.statisticshowto.com/probability-and-statistics/t-test/#PairedTTest
https://www.statisticshowto.com/what-is-a-categorical-variable/
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Problem 

In order to assess the efficacy of electroconvulsive therapy (ECT), a psychiatrist evaluates ten 

clinically depressed patients before and after a series of ECT treatments. A standardized 

interview is used to operationalize a patient’s level of depression, and on the basis of the 

interview each patient is assigned a score ranging from 0 to 10 with respect to his or her level of 

depression prior to (pretest score) and after (posttest score) the administration of ECT. The 

higher a patient’s score, the more depressed the patient. The pretest and posttest scores of the ten 

patients follow:  

Patient 1 2 3 4 5 6 7 8 9 10 

pretest 9 2 1 4 6 4 7 8 5 1 

posttest 8 2 3 2 3 0 4 5 4 0 

 Do the data indicate that ECT is effective? 

Procedure 

 State the null and alternate hypothesis. 

 Perform a Differencing and ranking of all the observation 

 Calculate the Rank Sums 

 Calculate the z Statistic for the Two Groups 

 
Where, 

T = Minimum Sum of the Rank Value   

n = Sample Size  

 Determine the Critical value from Table 

Calculation 

Step 1: Hypothesis: 

Null hypothesis: There is no significant difference in the Pretest and Post Test. 

Alternative hypothesis: There is significant difference in the Pretest and Post Test.  

Step 2:  

Patient pretest posttest Difference Sign Rank 

1 9 8 1 + 2 

2 2 2 0 0 0 

3 1 3 -2 - 4.5 

4 4 2 2 + 4.5 
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5 6 3 3 + 7 

6 4 0 4 + 9 

7 7 4 3 + 7 

8 8 5 3 + 7 

9 5 4 1 + 2 

10 1 0 1 + 2 

Step 3: 

W- = 4.5 = 4.5 

W+ = 2 + 4.5 + 7 + 9 + 7 + 7 + 2 + 2 = 40.5 

Step 4: 

Calculate the z Statistic for the Two Groups 

 

13.213.213.2
44.8

18

25.71

5.225.4






z  

Step 5: 

Table Value: 

 Find the t-table value: 

1. The alpha level: 5%  

2. The degrees of freedom, (n):  

df = 9 

3. Table Value = 5    

Conclusion: 

Compare calculated value to table value. The calculated value is less than the table value 

(2.13<5). We accept the null hypothesis. Hence, we conclude that there is no significant 

difference in the Pretest and Post Test. 

 

https://www.statisticshowto.com/tables/t-distribution-table/
https://www.statisticshowto.com/probability-and-statistics/hypothesis-testing/degrees-of-freedom/
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Spearman correlation 

Spearman rank correlation is a non-parametric test that is used to measure the degree of 

association between two variables.  The Spearman rank correlation test does not carry any 

assumptions about the distribution of the data and is the appropriate correlation analysis when 

the variables are measured on a scale that is at least ordinal. 

 The following formula is used to calculate the Spearman rank correlation:  

nn

D6
1r

3

2



  

r = Spearman rank correlation 

d = the difference between the ranks of corresponding variables 

n= number of observations 

Types of research questions a Spearman Correlation can examine: 

Is there a statistically significant relationship between participant’s level of education 

(high school, bachelors, or graduate degree) and their starting salary? 

Assumptions 

The assumptions of the Spearman correlation are that data must be at least ordinal and the 

scores on one variable must be monotonically related to the other variable. 

Problem 

 A pediatrician speculates that the length of time an infant is breast fed may be related to 

how often a child becomes ill. In order to answer the question, the pediatrician obtains the 

following two scores for five three-year-old children: The number of months the child was breast 

fed (which represents the X variable) and the number of times the child was brought to the 

pediatrician’s office during the current year (which represents the Y variable). The scores for the 

five children follow:  

Child 1 2 3 4 5 

breast fed 20 0 1 12 3 

child becomes ill 7 0 2 5 3 

 Do the data indicate that the length of time a child is breast fed is related to the number of 

times a child is brought to the pediatrician? 

Procedure 

 State the null and alternate hypothesis. 
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 Putting into rank of two groups. 

 Calculate the Rank Difference 

 Calculate the test Statistic for the Two Groups 

nn

D6
1r

3

2



  

 Determine the Critical value from Table 

Calculation: 

Step 1: Hypothesis: 

Null hypothesis: There is no significant relationship between the lengths of time a child 

is breast fed is related to the number of times a child is brought to the 

pediatrician. 

Alternative hypothesis: There is significant relationship between the lengths of time a 

child is breast fed is related to the number of times a child is 

brought to the pediatrician. 

Step 2:  

No. of times breast 
fed 

Rank No. of times child ill Rank D D2 

20 5 7 5 0 0 

0 1 0 1 0 0 

1 2 2 2 0 0 

12 4 5 4 0 0 

3 3 3 3 0 0 

Step 3:  

nn

D
r





3

26
1

, 55

06
1

3 


r

, 5125

0
1


r

, 
01r , 1r  

Step 4:  

Table Value: Find the t-table value: 

1. The alpha level: 5%  

2. The degrees of freedom, (n): df = 5 

3. Table Value = 0.900  

Conclusion 

Since, r = 1, the variables are highly positively correlated. Compare calculated value to 

table value. The calculated value is greater than the table value (1>0.900). We reject the null 

hypothesis. Hence, we conclude that there is significant relationship between the lengths of time 

a child is breast fed is related to the number of times a child is brought to the pediatrician. 

https://www.statisticshowto.com/tables/t-distribution-table/
https://www.statisticshowto.com/probability-and-statistics/hypothesis-testing/degrees-of-freedom/
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Kruskal Wallis test 

The Kruskal-Wallis H test is a rank-based nonparametric test that can be used to 

determine if there are statistically significant differences between two or more groups of an 

independent variable on a continuous or ordinal dependent variable. It is considered the 

nonparametric alternative to the one-way ANOVA, and an extension of the Mann-Whitney U 

test to allow the comparison of more than two independent groups. 

Assumptions 

 There are certain assumptions in the Kruskal-Wallis test. 

 It is assumed that the observations in the data set are independent of each other. 

 It is assumed that the distribution of the population should not be necessarily normal and 

the variances should not be necessarily equal. 

 It is assumed that the observations must be drawn from the population by the process of 

random sampling. 

Problem 

In order to assess the efficacy of a new antidepressant drug, 15 clinically depressed patients are 

randomly assigned to one of three groups. Five patients are assigned to Group 1, which is 

administered the antidepressant drug for a period of six months. Five patients are assigned to 

Group 2, which is administered a placebo during the same six-month period. Five patients are 

assigned to Group 3, which does not receive any treatment during the six-month period. Assume 

that prior to introducing the experimental treatments; the experimenter confirmed that the level 

of depression in the three groups was equal. After six months elapse, all 15 subjects are rated by 

a psychiatrist (who is blind with respect to a subject’s experimental condition) on their level of 

depression. The psychiatrist’s depression ratings for the five subjects in each group follow.  

Antidepressant drug 8 10 9 10 9 

Placebo 7 8 5 8 5 

No treatment 4 8 7 5 7 

 Do the data indicate that the antidepressant drug is effective? 

Procedure 

 State the null and alternate hypothesis. 

 Putting into rank of all the groups. 

 Calculate the Rank sum all group values 

 Calculate the test Statistic  

https://statistics.laerd.com/spss-tutorials/one-way-anova-using-spss-statistics.php
https://statistics.laerd.com/spss-tutorials/mann-whitney-u-test-using-spss-statistics.php
https://statistics.laerd.com/spss-tutorials/mann-whitney-u-test-using-spss-statistics.php
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Where, 

= sum of squares of all groups 

n = Sample Size 

 Determine the Critical value from Table 

Calculation: 

Step 1: 

Hypothesis: 

Null hypothesis: All the three groups are exposed to same levels of noise. 

Alternative hypothesis: there is a significant difference between at least two of the three 

groups exposed to different levels of drugs. 

Step 2: Calculate rank of all the groups. 

Antidepressant drug 8 10 9 10 9 Total (Total)2 

Rank 9.5 14.5 12.5 14.5 12.5 63.5 4032.25 

Placebo 7 8 5 8 5   

Rank 6 9.5 3 9.5 3 31 961 

No treatment 4 8 7 5 7   

Rank 1 9.5 6 3 6 25.5 650.25 

Step 3: Compute test statistic 

  = 
5

25.650

5

961

5

25.4032
 = 1128.7 

n = 15 

 = )16(37.1128
1615

12



 

   = 56.435 – 48 

H = 8.435 
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Step 4: Table Value: Find the t-table value: 

1. The alpha level: 5%  

2. The degrees of freedom, (Number of Groups Minus 1):  

df = 3 – 1 = 2 

3. Table Value = 5.991  

Conclusion 

Compare calculated value to table value. The calculated value is greater than the table 

value (8.435>5.991). We reject the null hypothesis. Hence, we conclude that there is a significant 

difference between at least two of the three groups exposed to different levels of drugs. 

 

Friedman Test 

Friedman Test is a non-parametric test alternative to the one way ANOVA with repeated 

measures. It tries to determine if subjects changed significantly across occasions/conditions. For 

example: - Problem-solving ability of a set of people is the same or different in Morning, 

Afternoon, Evening. It is used to test for differences between groups when the dependent 

variable is ordinal. This test is particularly useful when the sample size is very small. 

Elements of Friedman Test 

 One group that is measured on three or more blocks of measures overtime/experimental 

conditions. 

 One dependent variable which can be Ordinal, Interval or Ratio. 

Assumptions of Friedman Test 

 The group is a random sample from the population 

 No interaction between blocks (rows) and treatment levels (columns) 

 The one group that is measured on three or more different occasions 

 Data should be at least an ordinal or continuous 

 The samples are do not need to be normally distributed 

Problem 

 In order to assess the efficacy of a drug which a pharmaceutical company claims is 

effective in treating hyperactivity, six hyperactive children are evaluated during the following 

three time periods: a) One week prior to taking the drug; b) After a child has taken the drug for 

six consecutive months; and c) Six months after the drug is discontinued. The children are 

observed by judges who employ a standardized procedure for evaluating hyperactivity. During 

each time period a child is assigned a score between 0 and 10, in which the higher the score, the 

higher the level of hyperactivity. During the evaluation process, the judges are blind with respect 

to whether or not a child is taking medication at the time he or she is evaluated. The 

hyperactivity scores of the six children during the three time periods follow:  

https://www.statisticshowto.com/tables/t-distribution-table/
https://www.statisticshowto.com/probability-and-statistics/hypothesis-testing/degrees-of-freedom/
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Child  
One week prior to 

taking the drug 

After a child has taken the drug 

for six consecutive months 

Six months after the 

drug is discontinued 

1 9 7 4 

2 10 8 7 

3 7 5 3 

4 10 8 7 

5 7 5 2 

6 8 6 6 

 Do the data indicate that the drug is effective? 

Procedure 

 State the null and alternate hypothesis. 

 Assign Ranks for the drugs corresponding to each person and find the sum.  

 Calculate the test Statistic  

 
Where, 

n = total number of subjects/participants. 

k = total number of blocks to be measured. 

Ri = sum of ranks of all subjects for a block i 

 

 Determine the Critical value from Table 

Calculation: 

Step 1: Hypothesis: 

Null hypothesis: All three drugs have the same effective. 

Alternative hypothesis: At least two of them differ from each other. 

Step 2: 

Assign Ranks for the drugs corresponding to each person and find the sum.  

Child 
One week 

drug 
R1 

drug for 

six months 
R2 

Six months after the 

drug is discontinued 
R3 

1 9 3 7 2 4 1 

2 10 3 8 2 7 1 

3 7 3 5 2 3 1 

4 10 3 8 2 7 1 

5 7 3 5 2 2 1 

6 8 3 6 1.5 6 1.5 

Total  18  11.5  6.5 

Mean  3  1.92  1.08 
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Step 3: 

Calculate the test Statistic  

 

 

FR = 11.08 

Step 4:  

Table Value: Find the t-table value: 

1. The alpha level: 5%  

2. The degrees of freedom, F(k = 3, n = 6, α = 0.05) 

df = 7 

3. Table Value = 5.991  

Conclusion 

Compare calculated value to table value. The calculated value is greater than the table 

value (11.08>7). We reject the null hypothesis. Hence, we conclude that there is a significant 

difference between at least two of them differ from each other. 

Pearson’s Correlation 

Correlation coefficients are used to measure how strong a relationship is between 

two variables. There are several types of correlation coefficient, but the most popular 

is Pearson’s.  

Pearson’s correlation (also called Pearson’s R) is a correlation coefficient commonly used 

in linear regression.  

 Pearson’s correlation coefficient returns a value between -1 and 1. The interpretation of 

the correlation coefficient is as under: 

 If the correlation coefficient is -1, it indicates a strong negative relationship. It implies a 

perfect negative relationship between the variables. 

 If the correlation coefficient is 0, it indicates no relationship. 

 If the correlation coefficient is 1, it indicates a strong positive relationship. It implies a 

perfect positive relationship between the variables. 

https://www.statisticshowto.com/tables/t-distribution-table/
https://www.statisticshowto.com/probability-and-statistics/hypothesis-testing/degrees-of-freedom/
https://www.statisticshowto.com/probability-and-statistics/types-of-variables/
https://www.statisticshowto.com/probability-and-statistics/correlation-coefficient-formula/#Pearson
https://www.statisticshowto.com/probability-and-statistics/regression-analysis/find-a-linear-regression-equation/
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A higher absolute value of the correlation coefficient indicates a stronger relationship between 

variables. Thus, a correlation coefficient of 0.78 indicates a stronger positive correlation as 

compared to a value of say 0.36. Similarly, a correlation coefficient of -0.87 indicates a 

stronger negative correlation as compared to a correlation coefficient of say - 0.40. 

Problem 

A psychologist conducts a study employing a sample of five children to determine whether there 

is a statistical relationship between the number of ounces of sugar a ten-year-old child eats per 

week (which will represent the X variable) and the number of cavities in a child’s mouth (which 

will represent the Y variable). The two scores (ounces of sugar consumed per week and number 

of cavities) obtained for each of the five children follow:  

Child 1 2 3 4 5 

Sugar consumption 20 0 1 12 3 

Number of cavities 7 0 2 5 3 

  Is there a significant correlation between sugar consumption and the number of cavities? 

Procedure: 

 Find the mean of the two series x and y.  

 Square the deviations and get the total, of the respective squares of deviations of x and y 

and denote by ΣX2 , ΣY2 respectively.  

 Multiply the deviations of x and y and get the total and Divide by n. This is covariance.  

 Substitute the values in the formula. 

 

 The above formula is simplified as follows 

 

 

 

https://www.wallstreetmojo.com/positive-correlation/
https://www.wallstreetmojo.com/negative-correlation/
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Calculation 

Step – 1 

Find the mean of the two series x and y. 

5

17

5

36



n

y
y

n

x
x

ii
 

4.32.7  yx  
 

Child X Y X2 Y2 XY 

1 20 7 400 49 140 

2 0 0 0 0 0 

3 1 2 1 4 2 

4 12 5 144 25 60 

5 3 3 9 9 9 

Total 36 17 554 87 211 

Step – 3 

 Substitute the values in the formula  

, 
87*554

211
r

, 48198

211
r

, 54.219

211
r

, 
961.0r  

Conclusion 

Since, r = + 0.961, the variables are highly positively correlated. Hence we conclude that, 

there a significant correlation between sugar consumption and the number of cavities. 

 

Resampling 

Resampling techniques are a set of methods to either repeat sampling from a 

given sample or population, or a way to estimate the precision of a statistic. Although the method 

sounds daunting, the math involved is relatively simple and only requires a high school level 

understanding of algebra. 

Informally, resample can mean something a little simpler: repeat any sampling method. 

For example, if you’re conducting a Sequential Probability Ratio Test and don’t come to a 

conclusion, then you resample and rerun the test. For most intents and purposes though, if you 

read about resampling (as opposed to “resample”), then the author is most likely talking about a 

specific resampling technique. 

Resampling Techniques 

1. Bootstrapping and Normal resampling (sampling from a normal distribution). 

2. Permutation Resampling (also called Rearrangements or Rerandomization), 

3. Cross Validation. 

https://www.statisticshowto.com/sample/
https://www.statisticshowto.com/what-is-a-population/
https://www.statisticshowto.com/accuracy-and-precision/
https://www.statisticshowto.com/sequential-probability-ratio-test/
https://www.statisticshowto.com/bootstrap-sample/
https://www.statisticshowto.com/cross-validation-statistics/
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1. Bootstrapping and Normal Resampling 

Bootstrapping is a type of resampling where large numbers of smaller samples of the 

same size are repeatedly drawn, with replacement, from a single original sample. Normal 

resampling is very similar to bootstrapping as it is a special case of the normal shift model—one 

of the assumptions for bootstrapping (Westfall et al., 1993). Both bootstrapping and normal 

resampling both assume that samples are drawn from an actual population (either a real one or a 

theoretical one). Another similarity is that both techniques use sampling with replacement. 

 Ideally, you would want to draw large, non-repeated, samples from a population in order 

to create a sampling distribution for a statistic. However, limited resources may prevent you from 

getting the ideal statistic. Resampling means that you can draw small samples over and over 

again from the same population. As well as saving time and money, the samples can be quite 

good approximations for population parameters. 

2. Permutation Resampling 

Unlike bootstrapping, permutation resampling doesn’t need any “population”; resampling 

is dependent only on the assignment of units to treatment groups. The fact that you’re dealing 

with actual samples, instead of populations, is one reason why it’s sometimes referred to as the 

Gold standard bootstrapping technique (Strawderman and Mehr, 1990). Another important 

difference is that permutation resampling is a without replacement sampling technique. 

3. Cross Validation 

 Cross-validation is a way to validate a predictive model. Subsets of the data are removed 

to be used as a validating set; the remaining data is used to form a training set, which is used to 

predict the validation set. 

Post Hoc Test in ANOVA 

ANOVA can be used to determine if three or more means are different, it provides no 

information concerning where the difference lies. For example, if Ho: mean1 =mean2 = mean3 is 

rejected, then there are three alternate hypotheses that can be tested: mean1≠mean2≠mean3, 

mean1≠mean2 = mean3, or mean1 = mean2≠mean3. Methods have been constructed to test these 

possibilities, and they are termed multiple comparison post-tests. There are several tests are as 

followed. 

 Duncan’s multiple range test [DMRT] 

 Tukey’s multiple Comparison Test 

 

 

https://www.statisticshowto.com/sampling-with-replacement-without/
https://www.statisticshowto.com/sampling-with-replacement-without/
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MULTIPLE RANGE TEST [MRT]: 

In the case of significance F, the null hypothesis rejected then the problem is known 

which of the treatment means are significantly different. Many test procedures are available for 

this purpose. The most commonly used test is, 

 Lest significance difference [is known as critical difference] 

 Duncan’s multiple range test [DMRT] 

Critical difference (C.D): 

 The critical difference is a form of t-test is formula is given by 

C.D = t.S.E(d) 

Where SE = Standard Error 

 

 EMS= Error mean Square 

 In the case of same replication the standard is 

  

In this formula t is the critical (table) value of t for a specified level of significance and 

error degrees of freedom rᵢ and rᴊ for the number of replications for the ith and jth treatment 

respectively, the formula for t-test is 

 

 The two treatment means are declared significantly different at specified level of 

significance. If the difference exceeds the calculated CD value, otherwise they are not significant 

CD value. 

Duncan’s multiple range test (DMRT): 

In a set of t-treatments if the comparison of all possible pairs of treatment mean is 

required. We can use Duncan’s multiple range test. The DMRT can be used irrespective of 

whether F is significant or not. 
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Procedure: 

Step: 1 Arrange the treatments in descending order that is to range.  

Step: 2 Calculate the S.E of mean as 

 
Step: 3 From statistical table write the significant student zed range as (rp), p=1,2,………t 

treatment and error degrees of freedom. 

Step: 4 Calculate the shortest significance range as Rp where  

Step: 5 From the largest mean subtract the Rp for largest P. Declare as significantly different 

from the largest mean. For the remaining treatment whose values are larger than the 

difference (largest mean-largest Rp). Compare the difference with appropriate Rp value. 

Step: 6 Continue this process till all the treatment above. 

Step: 7 Present the results by using either the line notation (or) the alphabet notation to indicate 

which treatment pair which are significantly different from each other. 

Tukey’s range test: 

Tukey’s range test is also known as Tukey’s test, Tukey’s HSD (Honest significance 

difference) test. It can be used on raw data or in cons unction with an ANOVA (post-hoc 

analysis) to find means that are significantly different from each other. Tukey’s test compares the 

means of every treatment to the means of every other treatment. 

The test statistic: Tukey’s test is based on a formula very similar to that of the t-test. In 

fact, Tukey’s test is essentially a t-test, except that is corrects for experiment wise error rate. 

Formula to, 

 
Where YA is a larger of the two means being compared. YB is the smaller of the two 

means being compared. S.E is the standard error. This qs value can then be compared to a q value 

from the studentized range distribution. If the qs value is larger than the q critical value obtained 

from the distribution. The two means are said to significantly different. The studentized range 

distribution: 
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Starting with the ANOVA  

Hypothesis 

Null Hypothesis: All group means are equal. 

Alternative Hypothesis: Not all group means are equal. 

Example One-Way ANOVA to Use with Post Hoc Tests 

 We want to determine whether the mean differences between the strengths of these four 

materials are statistically significant. We obtain the following ANOVA results. To follow along 

with this example: 

Material B C D A A C A B 

Strength 37.9 36 38 40 36.9 39.4 33.4 26.2 

Material B B D B D D C A 

Strength 24.9 30.3 40.8 32.6 45.9 40.4 36.3 42.3 

Material A C A D D C B C 

Strength 39.1 29.5 34.7 39.9 41.4 34.9 37.5 39.8 

 

 

 The p-value of 0.004 indicates that we can reject the null hypothesis and conclude that 

the four means are not all equal. The Means table at the bottom displays the group means. 

However, we don’t know which pairs of groups are significantly different. To compare group 

means, we need to perform post hoc tests, also known as multiple comparisons. Before we get to 

these group comparisons, you need to learn about the experiment-wise error rate. 
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Experiment-wise Error Rate 

Post hoc tests perform two vital tasks. Yes, they tell you which group means are 

significantly different from other group means. Crucially, they also control the experiment-wise 

or family wise, error rate.  

For every hypothesis test, there is a type I error rate, which your significance level 

(alpha) defines. In other words, there’s a chance that you’ll reject a null hypothesis that is 

actually true, it’s a false positive. When you perform only one test, the type I error rate equals 

your significance level, which is often 5%. However, as you conduct more and more tests, your 

chance of a false positive increases. If you perform enough tests, you’re virtually guaranteed to 

get a false positive! The error rate for a family of tests is always higher than an individual test. 

 

 Imagine you’re rolling a pair of dice and rolling two ones (known as snake eyes) 

represents a Type I error. The probability of snake eyes for a single roll is ~2.8% rather than 5%, 

but you get the idea. If you roll the dice just once, your chances of rolling snake eyes aren’t too 

bad. However, the more times you roll the dice, the more likely you’ll get two ones. With 25 

rolls, snake eyes become more likely than not (50.8%). With enough rolls, it becomes inevitable. 

Family Error Rates in ANOVA 

 In the ANOVA context, you want to compare the group means. The more groups you 

have, the more comparison tests you need to perform. For our example ANOVA with four 

groups (A B C D), we’ll need to make the following six comparisons. 

o A – B 

o A – C 

o A – D 

o B – C 

o B – D 

o C – D 

 Our experiment includes this family of six comparisons. Each comparison represents a 

roll of the dice for obtaining a false positive. What’s the error rate for six comparisons? 

Unfortunately, as you’ll see next, the experiment-wise error rate snowballs based on the number 

of groups in your experiment. 

 

https://statisticsbyjim.com/glossary/hypothesis-tests/
https://statisticsbyjim.com/glossary/type-i-error/
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The Experiment-wise Error Rate Quickly Becomes Problematic! 

The table below shows how increasing the number of groups in your study causes the 

number of comparisons to rise, which in turn raises the family-wise error rate. Notice how 

quickly the quantity of comparisons increases by adding just a few groups! Correspondingly, the 

experiment-wise error rate rapidly becomes problematic. 

The table starts with two groups, and the single comparison between them has an 

experiment-wise error rate that equals the significance level (0.05). Unfortunately, the family-

wise error rate rapidly increases from there! 

 

 The formula for the maximum number of comparisons you can make for N groups is:  

(N*(N-1))/2. 

 The total number of comparisons is the family of comparisons for your experiment when 

you compare all possible pairs of groups (i.e., all pair wise comparisons). Additionally, the 

formula for calculating the error rate for the entire set of comparisons is 1 – (1 – α)^C. Alpha is 

your significance level for a single comparison, and C equals the number of comparisons. 

The experiment-wise error rate represents the probability of a type I error (false positive) 

over the total family of comparisons. Our ANOVA example has four groups, which produces six 

comparisons and a family-wise error rate of 0.26. If you increase the groups to five, the error rate 

jumps to 40%! When you have 15 groups, you are virtually guaranteed to have a false positive 

(99.5%)! 

Post Hoc Tests Control the Experiment-wise Error Rate 

The table succinctly illustrates the problem that post hoc tests resolve. Typically, when 

performing statistical analysis, you expect a false positive rate of 5%, or whatever value you set 

for the significance level. As the table shows, when you increase the number of groups from 2 to 

3, the error rate nearly triples from 0.05 to 0.143. And, it quickly worsens from there! 
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These error rates are too high! Upon seeing a significant difference between groups, you 

would have severe doubts about whether it was a false positive rather than a real difference. 

If you use 2-sample t-tests to systematically compare all group means in your study, 

you’ll encounter this problem. You’d set the significance level for each test (e.g., 0.05), and then 

the number of comparisons will determine the experiment-wise error rate, as shown in the table. 

Fortunately, post hoc tests use a different approach. For these tests, you set the 

experiment-wise error rate you want for the entire set of comparisons. Then, the post hoc test 

calculates the significance level for all individual comparisons that produces the family wise 

error rate you specify. 

Example of Using Tukey’s Method with One-Way ANOVA 

For our ANOVA example, we have four groups that require six comparisons to cover all 

combinations of groups. We’ll use a post hoc test and specify that the family of six comparisons 

should collectively produce a family wise error rate of 0.05. The post hoc test we’ll use is 

Tukey’s method. There are a variety of post hoc tests you can choose from, but Tukey’s method 

is the most common for comparing all possible group pairings. 

There are two ways to present post hoc test results—adjusted p-values and simultaneous 

confidence intervals. I’ll show them both below. 

Adjusted P-values 

The table below displays the six different comparisons in our study, the difference 

between group means, and the adjusted p-value for each comparison. 

 

The adjusted p-value identifies the group comparisons that are significantly different 

while limiting the family error rate to your significance level. Simply compare the adjusted p-

values to your significance level. When adjusted p-values are less than the significance level, the 

difference between those group means is statistically significant. Importantly, this process 

controls the family-wise error rate to your significance level. We can be confident that this entire 

set of comparisons collectively has an error rate of 0.05. 

https://statisticsbyjim.com/glossary/sample/
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In the output above, only the D – B difference is statistically significant while using a 

family error rate of 0.05. The mean difference between these two groups is 9.5. 
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CHI-SQUARE TABLE 
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